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Abstract: Cyberbullying has grown more prevalent on social networking sites. Cyberbullying has resulted in a significant 
increase in mental health issues, particularly among the younger population. Self-esteem and mental health difficulties will 
affect a whole generation of young adults unless action is made to combat cyberbullying. Many classical machine learning 
methods have already been used for the automated identification of cyberbullying on social media. Since the advent of social 
media platforms about 20 years ago, there haven't been many effective ways to stop social bullying, and it has recently grown to 
be one of the most concerning problems. In this project, we create an AI-based system for detecting cyberbullying and investigate 
ways to identify fraudulent profiles and abusive speech on social media while separating them from ordinary vulgarity. Applying 
supervised classification techniques to a manually annotated open-source dataset, we seek to create lexical baselines for this job. 
Keywords: Cyberbullying, Social media, Natural Language Processing (NLP), Swift algorithm. 
 

I. INTRODUCTION 
Social media has become an integral element of human existence. Because of the increased usage of social media, cyberbullying has 
grown more prevalent on social networking sites. The use of the web and social media typically leads to the sharing, receiving, and 
posting of unpleasant, abusive, misleading, or malicious content about another person, which is considered as cyberbullying. It has 
led to decreased self-esteem and increased suicide thoughts. The era of social networking began with the creation of the internet. No 
one could have predicted that the internet will one day house a plethora of great services such as social networking. Online apps and 
social networking websites have now become an inseparable part of one's life. Many people of all ages spend hours each day on 
such websites. Despite the fact that social media allows individuals to connect emotionally, it also brings with it significant risks 
such as cyber-attacks and cyberbullying. While social media networks provide excellent communication platforms, they also make 
young people more vulnerable to hazardous circumstances online. Because of the large number of active users on social media 
networks, cyberbullying is a worldwide issue.  
For instance, with the proliferation of social media sites (e.g., Facebook, Twitter) being available online, 'hate groups' have become 
a viable tactic to bullying.  However, social media sites have started to take measures against the emergence of hate organizations. 
For instance, when forming a facebook group, a warning near the bottom of the page claims, "Note: groups which abuse a specific 
individual or body of citizens (e.g., racist, sexist, and perhaps other hate groups) will not be permitted." 
The research reveals that cyberbullying on social media is becoming more prevalent by the day. According to recent studies, 
cyberbullying is becoming more prevalent among children. Successful prevention is dependent on accurate identification of 
potentially hazardous messages, and the information overload on the Internet necessitates the use of intelligent technologies to 
detect possible threats automatically. 

II.  LITERATURE SURVEY 
In their study " Cyberbullying Detection using Pre-Trained  BERT Model ,"  D. Chauhan et al., introduces a new and novel 
discipline that uses the BERT model with a single linear neural network layer on top as a classifier to provide a novel method for 
detecting cyberbullying on social media sites. The Form Spring forum and Wikipedia datasets are used to train and assess the model. 
In comparison to the previously used models, the proposed model's performance accuracy for the Form spring dataset was 98% and 
for the Wikipedia dataset it was 96%. Due to the Wikipedia dataset's vast size, the suggested approach produced better results 
without the requirement for oversampling than it did for the Form spring dataset. [3] 
The purpose of  Rachel E. Trana et al., paper “Fighting Cyberbullying: An Analysis of Algorithms Used to Detect Harassing Text 
Found on YouTube” is to study and explain how to reduce exceptional occurrences involving text retrieved from picture memes 
using a machine learning model. Around 19,000 YouTube text views may be found in the author's database. This study evaluates the 
performance of the three machine learning methods used on the YouTube database: Uninformed Bayes, Support Vector Machine, 
and convolutional neural network. The results are compared with the pre-existing Form datasets. They searched the YouTube 
database's subcategories for algorithms that detect online bullying. [4] 
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"Towards the design of a platform for abuse detection in OSNs using multimedia data analysis," by  P. Leroux et al. considers the 
intention to reduce exceptional occurrences involving text, retrieved from picture memes using a machine learning model. A 
database that the author has created contains around 19,000 text views from YouTube. This study compares the outcomes with the 
pre-existing Form datasets and examines the performance of the three machine learning algorithms utilized on the YouTube 
database: Uninformed Bayes, Support Vector Machine, and convolutional neural network. They looked at sub-categories of the 
YouTube database for algorithms for cyberbullying on the internet. [5] 
"Automatic detection of cyberbullying on social networks based on bullying features," by Rui Zhao et al. discusses a representation 
learning system designed specifically for detecting cyberbullying.  
They develop a list of pre-defined insulting words using word embeddings, give each word a different composition, and procure 
bullying attributes.  
Combining the bullying traits with lexicons and semantic features they are feed to the linear SVM classifier. An experimental 
investigation using a twitter dataset evaluates their strategy to a number of standard text representation learning methods and 
cyberbullying detection approach. This is when it has been demonstrated that this strategy produces higher results. [6] 

 
III.   METHODOLOGY 

Due to its prevalence and rapid growth made possible by information technologies, cyberbullying is a significant issue for today's 
society and has a major adverse effect on the victims. 
Therefore, to minimize the impact on the victims, early detection of cyberbullying via social media is essential. 
Text, user demographics, and social network traits are three types of information that are frequently employed in cyberbullying 
detection. 
Here on the proposed approach, we seek to investigate several methodologies that consider both the time needed for detection as 
well as the appropriate detection of cyberbullying in social networks. The first procedure includes a trained model file to identify 
derogatory terms. 
The next method is to identify fraudulent profile usage, by comparing the primary user image with other accounts using the Swift 
algorithm. Once the fake usage is identified, the system bans that specific website. 

 
The machine learning model has five phases : 
1) Defining Architecture 
2) Compiling the Model 
3) Fitting the Model 
4) Evaluating and Making Predictions 
5) Deploying The Model 
 
This model enables the system to achieve higher accuracy levels.  

 
A. Algorithm  
a) Step 1: Preprocessing of the data 
b) Step 2: Applying NLP on the training set 
c) Step 3: Detecting the fake profile using Swift algorithm 
d) Step 4: Predicting the outcome of the test 
e) Step 5: Verify the result's accuracy 
f) Step 6: Visualizing the results of the test set 

 
IV. SYSTEM MODEL 

The system uses a dataset of approximately 20001 that is preprocessed, later to which Natural Language Processing algorithm and 
OpenCV, to the abuse dataset that is categorized and the input image is contrasted with the trained model file. 
Finally, the profile photo is analyzed with the database using the Swift algorithm to distinguish between false profile users and the 
genuine users and the model file is created and the classification result is presented. 
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The proposed system has the following  modules: 
1) Module 1:  Import the dataset. 
2) Module 2: Perform dataset pre-processing. 
3) Module 3: Train the dataset and create the  model file. 
4) Module 4: To classify the category using Natural Language Processing-NLP machine learning technique  and to detect the fake 

profile using Swift algorithm. 

 
Fig 1:  Workflow 

 

 
Fig 2:   Working Source code 

 
 

A. Dataset cleaning and preprocessing 
The dataset's comprehensive description is provided below: 
● It is a partially manually labeled dataset. 
● 20001 total instances 
The dataset has two components: tweet and label, where 0 indicates a No and 1 indicates a Yes. 
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1) Data Cleaning 
The original set of fields in the annotation attribute were eliminated and replaced with the label values to make the following steps 
simpler because the dataset's fields were very straightforward to comprehend. Table 1 lists the number of occurrences for each class. 

 
 Instances Message 
Total Instances 20001 
Cyber Bullying instances 7822 
Non-Cyber Bullying instances 12179 

Table 1 :Instances 
 

2) Preprocessing 
Preprocessing data involves effectively removing undesired elements from the dataset. The dataset for this model is collected from 
data science website called Kaggle 
Several steps are involved in developing this model to enhance the powerful data, for effective and accurate detection of 
cyberbullying. 
 
The steps are: 
● Acquire the dataset 
● Import all the crucial libraries 
● Import the dataset 
● Identifying and handling the missing values 
● Encoding the categorical data 
● Splitting the dataset 
● Feature scaling 

 
Fig 3:   Dataset 

 
B. Training And Testing: 
After the dataset has been preprocessed, the abuse dataset that has previously been classified is subjected to the Natural Language 
Processing algorithm and OpenCV, and the input picture is compared to the trained model file. 
Then, a model file is built, the classification result is displayed, and the profile photo is examined with the database using the Swift 
algorithm to differentiate between fake profile users and real users. 

 
1) NLP Algorithm 
The uncertainties in linguistic structure makes it extremely difficult to design software that accurately interprets the exact meaning 
of either text or speech input. Phonetic spellings, figures of speech, sarcasm, idioms, metaphors, grammatical structures and jargons 
—these are just a handful of the language and communication irregularities that take humans years to master which the developers 
must teach natural language-driven software to comprehend precisely from the beginning if those developments are to be effective. 
NLP blends cognitive linguistics with statistical, machine learning, and deep learning techniques. These technology solutions, when 
combined, enable the user to comprehend human language in terms of text or speech data and 'interpret' its exact implications, 
replete with the speaker's or writer's purpose and attitude. 
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Phases of NLP  
There are five phases of NLP is represented in the Fig below: 

 
 

Fig 4:   Five phases of NLP 
 

Natural Language Processing APIs enable developers to combine human-machine communications and perform a variety of helpful 
functions such as speech recognition, chatbots, spelling correction, sentiment analysis, and so on. 

 
2) Swift Algorithm 
Due to the fact that they contain difficult-to-read and blunder-prone raw loops, Swift algorithms are effective thinking tools. 
The setup of the unique Swift algorithm utilized in this detection system is provided in this figure below.  

 
Fig 5:  Workflow of Swift algorithm 

 
This algorithm helps to compare the primary user image with those of other accounts in order to spot fraudulent profile usage. As 
soon as the fake usage is identified, the system bans that specific website. These observations demonstrate the system's ability to 
swiftly and precisely identify a wide range of faults while working fast and effectively. 
 

 
Fig 6:  Swift Profile image scanning 
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Fig 7: Output 

 
V. FUTURE WORK 

 Identified, the system bans that specific website. These observations demonstrate the system's ability to swiftly and precisely 
identify a wide range of  In the future, it is hoped to produce a model file, data which will be gathered, and KN machine learning 
code will be built and trained. The trained model will be used to classify abusive terms, and the Sift algorithm is then used to 
identify bogus profiles. 

   
VI. CONCLUSIONS 

In conclusion, this system enables the model to detect a thorough and organized overview of automatic offensive speech detection, 
contrasts a few of its existing methods in a systematic way and presents an informative analysis of several published studies on 
methods for detecting cyberbullying. The volume of hate speech is also rapidly rising as a result of the enormous growth of user-
generated web content, notably on social media networks. Here, using the suggested methodology, a  trained model file is used in 
the first phase to detect offensive phrases. The next technique involves recognizing fraudulent profile usage by employing the Swift 
algorithm to compare the main user picture with other accounts. The system blocks that particular website as soon as the false usage 
is discovered. These observations show that the system can accurately and quickly identify a diverse array of defects while 
operating quickly and efficiently. 
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