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Abstract: The data migration process is usually needed when there is a change in system, format, or storage type. Currently, 
there are several techniques and tools for migrating data, for example, CSV files, ODBC, SQL Dump, and so on. Inappropriately 
not all of these techniques can be implemented for migrating data between two different DBMS. This research describes a data 
migration technique that can be used to migrate data across DBMS. The data migration technique described makes use of 
existing metadata in each DBMS. The data migration process described here goes through three stages, namely capture, convert 
and construct. A prototype was built to test this data migration technique. By using the HR schema, cross-DBMS data migration 
trials were carried out between Oracle and MySQL. Using this technique, full-schema data migration takes an average of 20.43 
seconds from Oracle DBMS to MySQL and 12.96 seconds for the reverse scenario. As for partial data migration, it takes an 
average of 5.95 seconds from Oracle DBMS to MySQL and 2.19 seconds for the reverse scenario 
Keywords: data migration; DBMS; metadata; data type. 
 

I. INTRODUCTION 
Currently, there are so many choices of Database Management Systems (DBMS) that can be used. Each DBMS has its own 
advantages and market. In its use, it is very possible for the data migration process to occur between one DBMS and another DBMS. 
The data migration process is usually needed when there is a change in system, format, or storage type. Currently, there are several 
techniques and tools for migrating data, for example, CSV files, ODBC, SQL Dump, and so on. Unfortunately, not all of these 
techniques can be implemented for migrating data between two different DBMS. 
The CSV file format is considered very universal because it can be read by all DBMS, but unfortunately, CSV does not provide 
information about data types and is considered impractical when faced with a scenario of moving data from several tables in one 
schema. Therefore, even though it is universal, SCV is only suitable for moving data on a table scale. Open Database Connectivity 
(ODBC) offers the convenience of moving data on a larger scale because ODBC is able to move data from several tables that are in 
one schema at once. Unfortunately, ODBC drivers are not always compatible and not always available. Likewise, SQL Dump can 
only be used for data migration between similar DBMS because of its strong dependency on data types. Therefore, we need a data 
migration technique that is not only universal, and not affected by differences in data types, but can also be used on a large scale, 
has good compatibility, does not depend on driver availability, and gives full control to the user in the migration process data. 

 
II. DATA MIGRATION WITH METADATA  

There are several definitions of data migration in various references. In [1] it is stated that data migration is a technique or process 
of moving data, for data that changes for certain reasons such as a system change, where the new system to be implemented requires 
data from the old system. Meanwhile, in [2], it is stated that data migration is the process of moving data that has changed the type 
of storage, data format, or data processing system. Usually done with the help of a computer to minimize manual processes. Data 
Migration is done because the organization is upgrading or changing the system. Therefore data migration can be defined as a 
process or technique of transferring data that is carried out with the help of a computer where the old system changes both from the 
type of storage, data format, and data processing system in such a way that data from the old system can still be used on the new 
system. One of the biggest challenges in data migration is if data migration is carried out due to changes in the data processing 
system or database management system (DBMS). To meet this challenge, the most suitable data migration technique is to utilize 
metadata. Metadata is data about data. Metadata exists in almost any DBMS. Usually metadata stores information about the data 
stored in the database, such as the structure, type, and location of data storage. Techniques for migrating data are quite diverse, for 
example using SQL Dump [3], Comma Separated Values (CSV) [4], Open Database Connectivity (ODBC) [5], eXtended markup 
language (XML) [6], database reengineering [7] and so on. Each technique and method has its own strengths and weaknesses. Table 
1 shows a comparison of capabilities between several data migration techniques. 
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Table 1. Data Migration Techniques 

 
1. Capture 2. Convert 3. Construct  
The following is an illustration and explanation of the three stages of migrating data across DBMS using metadata 

 
Figure 1. Stages of Data Migration with Metadata 

 
A.  Capture  
At the capture stage, what is done is to establish a connection to the data source database and then perform a query to read the 
existing metadata in the data source database. The result of the capture process is information about the structure of the data to be 
moved, including the user who owns the data, lists of tables, columns, data types for each column, constraints, and indexes to get 
this information, more than one metadata is used. Each DBMS also has different metadata. The list of metadata used in both the 
Oracle and MySQL DBMS is shown in Table 2 and Table 3 below. 

 
Table 2. List of Metadata Used in Oracle DBMS 
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Table 3. List of Metadata Used in the MySQL DBMS 

 
Metadata that overlap with each other is also used to get more information, for example, to get information about constraints in 
Oracle, two metadata that overlap each other are needed as shown in Figure 2. 

  
Figure 2. Metadata for Identifying Constraints in Oracle 

 
Likewise with metadata in MySQL, to get information about constraints, two metadata that overlap each other are used as shown in 
Figure 3. 

 
Figure 3. Metadata for Identifying Constraints in MySQL 

 
The data rows are copied to a temporary file before changing the data type in the next stage, namely the convert stage. 
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B. Convert 
At the convert stage, the metadata reading results from the capture stage are analyzed automatically. After that, a script containing a 
series of Data Definition Language (DDL) commands is also automatically created to create users, build schemas, create tables, and 
arrange relationships between tables complete with constraints and indexes in the destination database. This script is created based 
on the results of reading the metadata in the source database. 
Data type conversions are made to accommodate different data types from one DBMS to another. The data type conversion 
mapping is carried out based on the similarity of data type characteristics as described in [8] and can be seen in Table 4 below. 

 
Table 4. Data Type Conversion Mapping. 

 
In addition, a script containing a series of Data Manipulation Language (DML) commands is also automatically generated. This 
DML command is in charge of inserting data into tables in the target database according to the rows of data stored in the temporary 
file as a result of reading the data in the capture process that was carried out previously. 
DDL and DML scripts that have been made are not immediately executed at the convert stage. However, both DDL and DML 
scripts are structured in such a way that the order of execution in the script can guarantee success in the next stage, namely the 
construct stage. 
 
C. Construct 
At this stage, a connection to the target database is built, then the DDL script generated from the convert stage is executed on the 
target database. The DDL script is executed in stages to ensure that users, schemas, and tables are successfully built on the target 
database complete with the relationships between tables, constraints, and their respective indexes. 
After ensuring that the DDL script is executed perfectly, then the DML script obtained from the convert stage is also executed to 
copy data from the temporary file to the target database. Thus both the database structure and the data are successfully copied from 
the source DBMS to the target DBMS. 

 
III. DATA MIGRATION PERFORMANCE TEST WITH METADATA 

A prototype was developed to migrate data across DBMS using metadata according to the three stages previously described, namely 
capture, convert and construct. This prototype was built using the VB.NET programming language and has the following 
capabilities. 
1) Set the connection configuration for both source and destination DBMS 
2) Displays table structure information such as column data, constraints, and index. 
3) Choose full or partial data migration level (table-specific migration). 
4) Perform data migration and data type conversion from the original DBMS to the target DBMS. 
5) Presenting information on the results of the data migration process in a log file 
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The built prototype was then tested with a series of cross-DBMS data migration experiments between Oracle and MySQL DBMS. 
This test aims to measure the effectiveness and efficiency of data migration techniques with metadata in terms of the required 
execution time. 
 
A. Test Environment 
The prototype was tested in the following test environment: 
1) Hardware: Processor Corei3 2.53GHz, 2GB RAM and HDD Space 320GB 
2) Software : Windows 8.1 Pro-32-bit operating system, Oracle 11g XE, and MySQL 5.0.8 

 
B. Test Scenario 
The prototype was tested with 2 scenarios, namely full schema data migration and partial data migration. 
1) Full Schema Data Migration: The prototype is tested to move data from a schema, complete with the relationship between 

tables, constraints, and indexes respectively. In this test, the "HR" schema is used, which is a sample schema from the Oracle 
DBMS. 

2) Partial Data Migration: The prototype is tested to move data from several schemas, namely from one of the tables, but 
complete with constraints and indexes attached to that table. In this test, the "Employees" table is used which is one of the 
tables from the "HR" schema. Details of the data migration test scenario can be seen in Table 5 below. 

 

 
Table 5. Data Migration Test Scenario Details 

 
In both full schema data migration and partial data migration, the prototype was tested to migrate data from Oracle to MySQL and 
vice versa, from MySQL to Oracle. Each trial was repeated 10 times and the execution time required for each trial was recorded and 
then averaged. 
 

 
        Table 6. Details of the Data Migration Testing Experiment 
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C. Test Result 
The tested prototype successfully migrated data for both full schema and partial data migration scenarios. Cross-DBMS data 
migration was successfully performed both from Oracle to MySQL and vice versa. The following is an example of a log file 
generated during the testing phase 

 
Figure 4. Example of a Log file 

 
The detailed log file displays information about: 
1) Source DBMS 
2) Target DBMS 
3) The name of the schema being migrated 
4) Number and list of tables migrated, 
5) The number of data rows from each table that were successfully migrated. 
In addition, each log file has a record of the time the data migration started, namely at the beginning of the capture stage until the 
time the data migration process was completed, namely at the end of the construct stage. The time difference between the two is 
recorded as the data migration execution time. The execution time required for each scenario is recorded and then averaged. The 
following is Table 7 which displays the test results in the full schema data migration scenario. The results of testing the partial data 
migration scenario can be seen in Table 8 below. 

 
Table 7. Full Schema Data Migration Execution Time. Table 8. Partial Data Migration Execution Time 
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The test results show that for a full-schema data migration scenario it takes an average of 20.43 seconds from Oracle DBMS to 
MySQL and 12.96 seconds for the reverse scenario. As for the partial data migration scenario, it takes an average of 5.95 seconds 
from Oracle DBMS to MySQL and 2.19 seconds for the reverse scenario. 
 

IV. CONCLUSION  
Data migration techniques with metadata can be used to transfer data between two different DBMS without losing the constraints on 
the data. This technique can also be used for full or partial data migration. 
The results of reading the log file during the test show that for the full schema data migration scenario it takes an average of 20.43 
seconds from Oracle DBMS to MySQL and 12.96 seconds for the reverse scenario. As for the partial data migration scenario, it 
takes an average of 5.95 seconds from Oracle DBMS to MySQL and 2.19 seconds for the reverse scenario. This shows that in terms 
of the time needed, the performance of data migration techniques with metadata still provides a lot of room for improvement. 
 

V. SUGGESTION 
Because the proposed data migration technique only utilizes some metadata, for further development, it is necessary to study and 
map other metadata that can be used for data migration. In addition, a better data type conversion mechanism also needs to be 
developed, especially for data types that have the ability to accommodate large data such as the Binary Large Object (BLOB) and 
Character Large Object (CLOB) data types. 
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