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Abstract: The recent development of wireless wearable sensor networks has opened up a slew of new possibilities in industries as 
diverse as healthcare, medicine, activity monitoring, sports, safety, human-machine interface, and more. The battery-powered 
sensor nodes' longevity is critical to the technology's success. This research proposes a new strategy for increasing the lifetime of 
wearable sensor networks by eliminating redundant data transmissions. The proposed solution is based on embedded classifiers 
that allow sensor nodes to determine whether current sensor readings should be sent to the cluster head. A strategy was 
developed to train the classifiers, which takes into account the impact of data selection on the accuracy of a recognition system. 
This method was used to create a wearable sensor network prototype for human monitoring of activity Experiments were carried 
out in the real world to assess the novel method in terms of network lifetime, energy usage, and human activity recognition 
accuracy. The proposed strategy allows for a large increase in network lifetime while maintaining excellent activity detection 
accuracy, according to the results of the experimental evaluation. Experiments have also demonstrated that the technology has 
advantages over state-of-the-art data transmission reduction strategies. 
Keywords: wireless sensor network; wearable sensors; activity recognition; lifetime; energy con- sumption; transmission 
suppression; embedded machine learning. 
 

I. INTRODUCTION 
The majority of wireless wearable sensor networks are made up of many sensor nodes that are attached to the human body or 
incorporated in garments [1–3]. The sensor nodes can keep track of both body and environment characteristics. Wireless data links 
are used to communicate between the wearable sensor nodes. There have been several applications of wearable sensor networks 
considered in the literature so far. Healthcare, location, activity tracking, sport, fitness, augmented reality, safety, rescue, and 
emergency management are just a few of the potential uses. 
The battery-powered sensor nodes' longevity is critical to the success of wearable sensor networks. The limited energy resources of 
sensor nodes must be efficiently utilized in order to ensure a lengthy network lifetime. 
Data transmission is the most energy-intensive activity of wireless sensor nodes. Data processing, on the other hand, uses a lot less 
energy. Data transmission reduction can save a lot of energy and extend the life of a network [4–6]. As a result, effective strategies 
for avoiding unwanted data transmissions in wearable sensor networks are required. Existing data reduction strategies are mostly 
focused on wireless sensor networks that gather sensor readings, do basic preprocessing activities, and transport the data to a sink or 
a base station. The sensor network considered in this research, on the other hand, is made up of data from wearable devices as well 
as data from the surrounding nodes. In order to reduce the transmission of redundant data, if the data is deemed to be close, it will 
not be submitted. Although these aggregation algorithms reduce the amount of data and save the energy consumption of the node, 
they cause a loss of node data.  
 
A. Machine Learning Algorithms 
This paper introduces a method for reducing data transmissions in wearable sensor networks, where a cluster head node collects data 
from different sensors to recognize human activity in real-time. In this method, the sensor nodes are equipped with binary classifiers 
that allow them to decide if current sensor readings have to be transmitted to cluster head or not. According to the proposed 
approach, the data classifiers for sensor nodes are trained with use of machine learning algorithm. An algorithm was elaborated to 
prepare a training data set, which consists of data readings from sensors and assigned labels. Each label indicates if a given data 
reading is necessary to correctly recognize the activity of monitored person or not. These labels are determined during tests of a 
recognition algorithm, which is used by the cluster head node to categorize human activities. 
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The proposed method was implemented in a prototype of wearable sensor network for activities recognition of persons working in a 
computer laboratory. The prototype was designed to recognize the human activities, such as sitting, walking, or standing. Moreover, 
in case of sitting person, it was also recognized where the person is sitting and if the monitor is switched on. During experiments, 
energy consumption of sensor nodes was measured and lifetime of the wearable sensor network prototype was analysed. Results of 
the experimental evaluation have enabled detailed comparison of the network lifetime for the proposed approach, and for state-of-
the-art transmission reduction methods. Also, the impact of data transmission reduction on accuracy of activity recognition was 
analysed for the compared methods in real-world experiments. 
The paper is organized as follows. Section 2 reviews related works and discusses contribution of this paper. Section 3 presents the 
proposed approach to reducing data transmission in wearable sensor networks. Experiments and their results are described in 
Section 4. Finally, conclusions are given in Section 5. 
 

II. LITERATURE REVIEW 
In the literature, various approaches have been proposed for data transmission reduction in wireless sensor networks. The state-of-
the-art methods can be categorized into four main categories, i.e., data aggregation, data compression, adaptive sampling, and data 
prediction methods. This section includes a concise review of the existing approaches to data transmission reduction, and focuses on 
their applications in wearable and body area sensor networks. In this context, the contribution of this paper is explained at the end of 
this section. 
 
A. Data Aggregation 
Data aggregation methods were designed for multi-hop transmissions, where inter- mediate nodes can merge several messages 
received from neighbouring sensor nodes, and send them towards the sink node as a single packet [7–9]. As a result, the number of 
packets transmitted in the network is reduced. Moreover, in case when the sensor nodes are densely deployed, and can observe the 
same phenomenon, the aggregation methods allow the intermediate nodes to eliminate redundant messages. This approach increases 
transmission delay as the data have to be buffered before aggregation and transmission, when the intermediate node receives 
messages from different sources. 
In [10] a data aggregation method was introduced to reduce power consumption in wearable sensor networks for physical movement 
monitoring and quality evaluation of postural control system during walking. The development of the method was motivated by the 
fact that larger packets have a lower energy consumption per bit. Based on this observation, a routing protocol was introduced, 
which finds effective routes for data aggregation. The authors have suggested that by transmitting aggregated data though longer 
paths, a smaller total energy consumption can be achieved than in case of the shortest path communication. However, the longer 
transmission path results in larger delay. Thus, this approach is not suitable for real-time applications. 
 

III. PROPOSED METHODOLOGY 
The objective of the considered wireless sensor network is to recognize human activities at in successive time steps (t). In this 
network, the wearable sensor nodes attached to a person establish a cluster, where one of the nodes acts as cluster head, i.e., receives 
data from the other nodes and uses them to recognize the user’s activity. The cluster head to a sink node periodically report the 
recognized human activity. 
The method presented in this section allows us to reduce the number of data trans- missions from sensor nodes to cluster head. 
According to this method, the sensor nodes use classifiers to decide if sensor data are necessary for activity recognition and have to 
be transmitted, or not. The decision made by sensor node i with use of binary classifier C can be described with the following 
formula: 

di,t = C(Si,t, Mi), (1) 
where di,t = 1 means that the data collected at time step t by sensor node i have to be transmitted to cluster head and di,t = 0 denotes 
that the data transmission can be skipped. This decision is made by the classification algorithm C, based on data set Si,t and model 
Mi. The models Mi are trained using a machine-learning algorithm, according to the procedure which is presented in Section 3.3. 
The set Si,t consists of preprocessed sensor readings collected by sensor node i at time step t. Construction of the classification 
algorithm C depends on the machine learning algorithm used for training the model Mi.  
For instance, if the model is trained with use of the random forest algorithm then it has the form of a collection of decision trees, and 
algorithm C has to calculate the decision based on those decision trees.  
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The operations performed by sensor node are summarized in Algorithm 1. It should be noted that the method described in this 
section can be implemented for various sets of sensors, with use of different machine learning algorithms. Here, for seek of 
generality, the term “machine learning algorithm” is used, which can refer to neural network, decision tree, random forest, support 
vector machine, etc. Similarly, the data set mentioned here can be composed of different sensor readings. Thus, size of the processed 
and transmitted data is not determined. Implementation details of the proposed method, for a prototype of wearable sensor network, 
are discussed in Section 4. 

 
A. Algorithm 1 Operation of sensor node i 
Input: classification model Mi 
1: for each time step t do 
2: collect data Si,t from own sensors 
3: classify collected data - determine di,t = C(Si,t, Mi) 
4: if di,t = 1 then 
5: send Si,t to cluster head 
6: end if 
7: end for 
As shown in Algorithm 2, the cluster head (node i∗) collects its own sensor readings and waits for data transmitted from the other 
nodes in its cluster. The available data are then used to recognize current activity of the monitored person. Since the proposed 
method assumes that only selected data are sent to the cluster head node, an activity recognition algorithm R is needed, which can 
deal with incomplete data sets. In general, the activity recognition task, performed by cluster head, is expressed as follows: 

 
aˆt = R(St, M), (2) 

where M is an activity recognition model trained with use of a machine learning algorithm and St denotes a set of data transmitted to 
the cluster head from sensor nodes a time step t: 

 
St = {Si,t : di,t = 1}. (3) 

The problem of reducing data transmission at time step t is defined as follows: 
Minimize_ card(St) subject to aˆt = at,  (4) where at is the actual human activity, and card( ) denotes cardinality of the set. Note 
that card(St) corresponds to the number of sensor nodes that have to send data at time step t. 
 
B. Algorithm 2 Operation of cluster head (node i∗) 
Input: recognition model M 
1: for each time step t do 
2: collect data Si∗,t from own sensors 
3: wait for data St transmitted from sensor nodes 
4: recognize activity aˆt = R(Si∗,t ∪ St, M) 
5: send aˆt to sink 
6: end for 

 
The classification models Mi, should allow sensor nodes to made decisions di,t that determine solution of minimization problem (4). 
This objective is achieved by appropriate training of the classification models. Application of this proposed method involves the 
following steps: 
a) Collect training data. 
b) Divide the training data into two samples. 
c) Train recognition model M using the first data sample. 
d) Prepare data for training classification models Mi based on the second data sample. 
e) Train classification models Mi. 
A training data set, collected at the first step, has to include pre-processed sensor readings from all sensor nodes (S) and information 
about activities of the monitored persons (A) for a representative period. Activities are recognized by a human observer. The sensor 
readings are prepossessed to eliminate noise, aggregate the raw data and reduce their size.  
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Subsequently, the training data set (S, A) is divided into samples (S′, A′) and (S”, A”). Finally, the training procedures (steps 3–5) 
are performed as discussed in the following subsections. 
Block diagrams in Figures 1 and 2 illustrate the outline of the proposed method. Figure 1 depicts the training of recognition and 
classification models. Usage of the trained models during operation of sensor network is presented in Figure 2. It should be noted 
that left part of Figure 2 corresponds to Algorithm 1, and the right part relate to Algorithm 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Block diagram of the proposed method: training stage. 
 

IV. RESULTS AND DISCUSSION 
The objective of the conducted experiments was to verify effectiveness of the proposed method, when implemented in the wearable 
sensor network for human activity monitoring. The activity recognition was considered as a typical application of the wearable 
sensors. During experiments, the energy consumption of sensor nodes was measured to enable evaluation of the network lifetime. In 
parallel, the accuracy of activity recognition was investigated. The results obtained for the proposed method were compared with 
those of the state-of-the-art data prediction methods that use neural networks [30] and naive algorithm [39]. 
 
A. Experimental Testbed 
The prototype of wearable sensor network used for the experiments was built of four sensor nodes. Each node contains an ARM 
microcontroller (STM32F103C8T6) and communication module based on ZigBee technology (xBee S2C). Three of them are addi- 
tionally equipped with the accelerometer (MPU-9250) and the light sensor (ALS-PT19). These sensor nodes are used as the wearable 
devices attached to a person, as shown in Figure 3. The fourth node acts as the sink and collects the information about recognized 
activities of the monitored person. 
Initial experiments were conducted to compare the accuracy of human activity recognition for various machine learning algorithms 
(classifiers).  
The compared algorithms include: probabilistic neural network (PNN), support vector machines (SVM), k-nearest neighbours 
algorithm (k-NN), random tree (RT), and random forest (RF). During these tests the data reduction was not executed, i.e., all collected 
sensor readings were taken into account. The initial tests were carried out using implementations of the machine learning algorithms 
that are available in the WEKA package. Results of this comparison (Figure 7) clearly demonstrate that the data collected by the 
proposed wearable sensor network enables recognizing the human activities with a high accuracy. Parameters of the compared 
machine learning algorithms were selected empirically based on our prelimi- nary experiments. 
During experiments 60% of the data were used for training and 40% for testing. The test was executed 10 times for different divisions 
of the data into train and test sets. The error bars presented in Figure 7 correspond to maximum and minimum results of these tests, 
while columns depicts the average value. 
The PNN was trained using the constructive training algorithm, based on dynamic decay adjustment [47]. When using this algorithm, 
the PNN is dynamically constructed during training and the number of required hidden neurons is automatically adjusted. The PNN is 
built of neurons with a Gaussian activation function and models the probability distribution of each considered class through a 
combination of these Gaussians. The training algorithm adjusts each Gaussian function by taking into account two parameters (Θ+ 
and Θ−) to avoid conflicts between different classes. The parameter settings used in this study are Θ+ = 0.4 and Θ− = 0.2. 
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The training of SVM aims at constructing hyper planes defined in a multidimensional space that separate training data points 
belonging to different classes. To this end a training algorithm is used, which solves an optimization problem [48]. The iterative 
training procedure finds optimal hyper planes with maximum distance to the nearest training data point of any class. The experiments 
were performed using C-SVC version of the SVM classifier [49] with radial basis function kernel. 
The k-NN classifier [50] evaluates distances between a test data point and all training data points in a multidimensional feature space. 
Based on the calculated distances, the nearest k training data points are selected. The classification result is determined as the class, 
which is most common among the k selected training data points. This algorithm was used during experiments with parameter k = 3, 
and the Euclidean distance was considered. 
The RT algorithm [51] builds a decision tree using a random procedure. Each node of the tree is split using the best split among a 
subset of randomly chosen attributes. The tree constructed by the RT algorithm considers K random attributes at each node. In this 
study the parameter K = 5 was used. 
The highest accuracy was achieved for the RF algorithm. Thus, this algorithm was selected for further experiments. The RF algorithm 
[52] creates a set of decision trees from randomly selected parts of training data and features. Each of the multiple decision trees 
classifies data independently and votes for the selected class. Finally, the votes from all decision trees are aggregated to decide the 
output class. The classification algorithm picks the class having the majority of votes from decision trees. 
The number of trees for RF algorithm was set to 10. As illustrated in Figure 8, for more than 10 trees, the increase of recognition 
accuracy is not significant (below 0.006%), while the larger number of trees involves longer computational time and increased con- 
assumption of memory resources. The dotted lines in Figure 8 correspond to the maximum and minimum result of 10 tests, while the 
solid line represents the average value. An additional advantage of the random forest algorithm is its suitability for implementation in 
the prototypes of sensor nodes. It should be noted that several approaches to implementation of the random forest classifier for 
embedded devices are available in the literature [53–55]. In this study the random forest algorithm was used for activity recognition as 
well as for data classification to decide which data have to be transmitted. 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. Accuracy of human activity recognition for compared machine learning algorithms. 
 

Figure 8. Accuracy of human activity recognition for different number of trees. 
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A high accuracy of human activity recognition was achieved using the sensor network with three wearable nodes. Figure 9 compares 
this result with the accuracy obtained in case when the input data for activity recognition algorithm are collected from one sensor 
node only. It should be noted that the experiments were performed by using the random forest algorithm for activity recognition. The 
Labels A, B, and C in Figure 9 identify the sensor nodes. ABC denotes the sensor network of three nodes. Sensor node A was placed 
on the person’s chest, node B on the waist, and node C on the leg. Based on the chart in Figure 9, it can be observed that the accuracy 
obtained for separate sensor nodes are significantly lower than for the sensor network. This observation confirms that the use of 
network with three sensor nodes is justified. The meaning of error bars in Figures 9 and 10 is the same as discussed above for Figure 
7. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Comparison of activity recognition accuracy for sensor network and separate sensor nodes. 
 
The results shown in (Figure 10b,c) relates to the situation when the accuracy of activity recognition is at the same level (average of 
0.95%) for the three compared methods 

Figure 10. Comparison of accuracy (a), transmission number (b), and network lifetime (c). 
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V. CONCLUSION 
The experimental results presented in this paper confirm that lifetime of the activity recognition system with wearable sensor network 
can be significantly extended by using the embedded classifiers that detect useful sensor readings. The introduced approach allows us 
to effectively eliminate the data transmission that are not necessary for performing the given recognition task. This reduction of data 
transmission preserves high recognition accuracy. In this study, the presented method was applied for human activity recognition, 
however it can be easily adapted for different applications of wearable sensor networks that involve the use of recognition algorithms 
for other purposes. It is also suitable for application in Internet-of-Things environment. Comparison with state-of-the-art solutions 
have shown that the proposed method achieves better trade-off between the accuracy and transmission reduction. 75% of data 
transmissions from sensor nodes were eliminated, while the accuracy level of 95% was kept. 
The model ensemble used in this study for activity recognition is suitable for the wear- able sensor network, in which a few nodes are 
used to monitor the person. Future works will be devoted to other types of the sensor network, where a larger number of sensor nodes 
is connected in one cluster, and different ensemble learning methods will be used. For instance, a separate recognition sub-model can 
be trained based on data from each sen- sor node. In this case, after receiving data from sensor nodes, the recognition is performed 
independently using many sub-models in parallel. Subsequently, a common decision is made in a voting procedure, by taking into 
account the recognition results obtained from individual sub-models. This method requires only n sub-models to be trained, where n 
corresponds to the number of sensor nodes. Another possibility is to consider group of sensor nodes to simplify the model. 
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