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Abstract: Skin cancer is a major problem faced by the public and it has been on the rise since the advent of global warming. The 
erosion of ozone has led to the Sun’s ultraviolet rays to directly reach the earth and cause many skin diseases. Primary sources 
of diagnosis include external examination and biopsy, histopathological analysis and dermoscopic analysis. These methods need 
skilled individuals or else the accuracy of diagnosis will be very low. If the skin cancer is not detected early, it may be lethal to 
the patient. As the cancer is external, we can use the images captured of the lesions for analysis. We propose a seven-way skin 
cancer classifier algorithm based on convolutional neural networks that will give results comparable to skin specialists in the 
diagnosis of skin cancer from skin lesion images. Transfer learning is a tool at our disposal to improve the accuracy of our 
system by using pre-trained models. TheHAM10000 dataset is a collection of 10000 dermoscopic images of skin lesions which 
can be used to train the model. We can use the MobileNet model on the dataset to build a model. We measured the accuracy of 
the model as categorical, top-2 and top 3 and obtained a categorical accuracy of 85%, top-2 accuracy of 91% and top-3 accuracy 
of 96%. This tool can assist doctors in early detection of skin cancer. 
Keywords: Skin Cancer Detection, Melanoma, HAM10000, Convolutional Neural Networks, Transfer Learning, MobileNet. 
 

I. INTRODUCTION 
Today’s world has seen a rapid rise in deadly diseases, the most alarming of them being cancer [1]. The human body is made up of 
trillions of cells. Each cell goes through a process called cell division in which new cells are generated and the old ones are 
destroyed. However, sometimes, cells multiply even when they should not and cause lumps or tumours on the body. These tumours 
spread to nearby tissues and organs and may be lethal. It is very necessary to detect cancer at the earliest stage possible so that we 
can save lives of the affected. Cancer can form in any part of the body but skin cancer has proven to be the most harmful. 
Skin cancer is one of the most rapidly growing cancers known to the human race. Fortunately, the survival rate of a skin cancer 
patient is 96% if the cancer is diagnosed at a very early stage. Detecting skin cancer is easier as compared to other types of cancers 
because it forms as an external lesion making the growth of cells visible in contrast to other internal forms of cancer. Detection of 
skin cancer involves a process called a biopsy wherein the tissues from the affected site are removed and tested for the presence of a 
disease. This requires surgical equipment and medical machinery making it a tedious and costly process. This makes the treatment 
out of the reach of the poor and also residents of small towns where this equipment would not be regularly available. This 
contradicts the need to diagnose the disease early for the patient to survive. Hence, the need to develop a solution which can give 
accurate results at a cheaper cost which can be made available to everyone at their convenience. The rise of research in computer 
vision and deep learning has opened up a lot of avenues and also made developing low-cost high accuracy solutions possible. 
The presence of these features indicates but does not guarantee the lesion being cancerous. For accurate predictions, we need a 
combination of all these characteristics together and applying statistics and probability to get our results. But the advantage we have 
in skin cancer detection is that all these features are external and we can analyse the images of the lesions for the features. This 
makes the solution extremely feasible. We can develop an image analyser which will apply deep learning 
models and statistics together and classify the images based on the predictions. This solution will be lightweight, easy to 
use and available everywhere. The solution will help anyone to capture an image of the lesion growing on their skin even using a 
mobile phone and the model will classify the image into cancerous or non-cancerous. The result will be a probability of the image 
being cancerous. The user can then take appropriate action based on the result. 
 

II.  THE ABCDE’S OF SKIN CANCER DETECTION 
Skin Cancer forms on the lesion anywhere on the body. Not all lesions that form on the body are cancerous. Hence it is necessary to 
be able to separate cancerous lesions from noncancerous ones. Specific features called the ABCDE rule help us in classifying 
cancerous and non-cancerous lesions. The figure 1 shows the ABCDE’s of skin cancer detection. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 10 Issue V May 2022- Available at www.ijraset.com 
     

630 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 
 

A. Asymmetry 
If the lesions that form on the body are symmetric, they are not cancerous. A common example of this would be moles that 
generally people have which are circular and hence not cancerous. Cancerous lesions are not symmetric which becomes a deciding 
feature. 
 
B. Border Irregularity 
Observing the borders of the lesions formed can also help us in our analysis. Circular borders are a sign of a benign lesion and 
irregular borders mean that the lesion may be cancerous 
 
C. Colour 
Non cancerous lesions have only a single colour in their patch. Cancerous ones have more than one colour. 

 
Fig. 1  The ABCDE of Skin Cancer Detection 

 
D. Diameter 
If the diameter of a lesion is greater than 2.5 cm, the lesion can be called cancerous. 
 
E.  Evolving 
A cancerous cell has the most important characteristic of multiplying uncontrollably. Hence if the lesion formed is seen to be 
spreading over time, there is a high probability that the lesion may be cancerous. 
 

III. RELATED WORK 
Many researchers are working in this field in recent years. They applied a range of image processing and computer vision 
techniques which we present. In [2], Soniya Mane and Dr. Swati Shinde present a method to classify lesions based on machine 
learning. This method needs the images to first be pre-processed using image processing techniques before being fed to the 
classifier. The image is first scanned for noise and the noise is removed by converting the image to black and white and applying a 
masking algorithm. The lesion is then segmented from the image by cropping out the region with lower intensity from the image. 
The lesion obtained is then fed to the svm classifier which will predict if the lesion is cancerous or benign. They applied two 
separate svm algorithms, linear and RBF and compared their results. They obtained an accuracy of 90.47% using linear SVM and 
85.71% using SVM RBF Kernel. They also compare Linear SVM with a BayesNet Classifier and find that the accuracy of 
BayesNet is % much lower than the linear SVM Kernel. 
Arslan Javaid, Muhammad Sadiq and Faraz Akram in [3] employ a combination of statistics and image processing together to 
improve the accuracy of their model. They apply image resizing and noise removal to obtain a large noiseless dataset. They apply 
mean and standard deviation to the image. Convert the image from RGB to grey and apply OTSU’s thresholding. A collection of 
morphological operations is performed on the image. This transformed image is then used for feature extraction. 36 colour features 
are extracted using three different colour schemes, namely, RGB, HSV and LAB. Histograms are used to obtain the shape features 
from the image. The obtained features are reduced using Principal Component Analysis (PCA). Three machine learning algorithms 
are compared. SVM gave an accuracy of 88.17%, Quadratic Discriminant was at 90.84% and Random Forest performed best at 
93.89%. 
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In [4], Shahana Sherin K C and Shayini R apply mean, standard deviation variance and skewness. GLCM is a statistical texture 
analysis method which creates a 2D matrix which is a measure of how often a pair of pixels appear in an image. For classification, 
they apply a neural network with 21 neurons, 1 input layer, 1 hidden layer and 1 output layer. The neural network is fairly basic but 
they rely more on the statistical measures to get the correct results. They tested the system on a mere 166 dermoscopic images and 
claim to have obtained an accuracy of 100%. 
He Huang, Pegah Kharazmi and other authors in [5] have worked on basal cell carcinoma images rather than melanoma. They have 
employed a deep learning algorithm called SSAE in an unsupervised model. They have used 32 high quality images of clinical 
patients from Vancouver Skin Care Center. The translucent region from the image is extracted and fed to the neural network and 
they obtained an accuracy of 93%. 
Ramis ILERI, Fatma LATFOGLU and Semra ICER [6] primarily work on melanoma using image processing and deep learning 
techniques. They apply the same grayscale conversion and lesion extraction using intensity mapping technique to obtain the lesion 
from the entire image. These techniques help reduce the noise in the image. They then apply an artificial neural network model to 
classify the lesion. They compared various ANN’s. The Multilayer Perceptron model gave an accuracy of 99.8%, Pattern 
Recognition gave an accuracy of 98.3%. The accuracy of SVM using this technique was 96.7% and the accuracy of KNN stood at 
95%. 
In [7], Muhammad Ali Farooq, Muhammad Aatif Mobeen Azhar and Rana Hammad Raza proposed an Automatic Lesion Detection 
System for Skin Cancer Classification Using SVM and Neural Classifiers. They have applied sharpening filtering, noise removal, 
active contours, merged segmentation image processing techniques for preprocessing the image. They then extract shape features 
like asymmetry, compactness, variance and diameter from the lesion, texture features like GLCM and Coarseness, Colour features 
like variance entropy and skewness. They then apply svm and ann to classify the lesion into low risk, medium risk or high risk. 
A seven-way skin cancer classifier is proposed in [8]. The authors Saket S. Chaturvedi, Kajol Gupta, Prakash. S. Prasad, work on 
classifying the skin lesion image into all types of skin cancers. They work on a huge HAM10000 dataset which has labelled data for 
seven types of skin cancers. They apply a shift and rotate to generate auxiliaries of a single image to increase the variety in the 
dataset. These preprocessed images are then fed on a pre-trained network called MobileNet. This transfer learning helps improve the 
overall accuracy of the system. The system provided a top3 accuracy of 95.84%. 
. 

IV.  THE DATASET 
The HAM10000 dataset is just an aggregation of different kinds of skin cancer images. We require a huge amount of data to build 
deep learning models that give accurate results. To solve our problem, we require a very specific collection of labelled skin lesion 
images. The HAM10000 dataset consists of 10015 dermoscopy images obtained from skin patients from Australia and Austria. Out 
of the 10015, 6705 images are noncancerous, 1113 are cancerous and 2197 images are unknown. The images come with a csv file 
denoting which image belongs to which kind of skin cancer. Fig 2. shows the snapshot of the HAM10000 dataset. 

 
Fig. 2  The HAM10000 Dataset Samples 
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V.  PROPOSED METHODOLOGY 
A. Data Preparation 
The Deep Learning approach needs the data to be accurate and flawless for it to give accurate results. Hence, the first step in any 
deep learning approach is preparing the data so that it is fit to be used to build a solution. We removed some blurred-out images 
from the training set and also images in which the skin lesion was not clear. 
Once the training set and validation set is fixed, we remove the noise from the images. This includes removing air bubbles, noise 
and foreign entities like gels or ointments used on the lesion before taking the picture. This helps in getting a high classification rate. 
There are many techniques that help in noise removal from an image. Some of them include Gaussian filtering, median blurring. 
These techniques help remove even a small quantity of noise. A simple thresholding algorithm is utilized. It is a great challenge to 
filter out the best possible images out of the 10000 images to use for building the model. Data normalization is a technique that 
helps remove data redundancy. The algorithms used in data normalization are min-max normalization, z-score normalization and 
decimal scaling normalization. We applied z score normalization and any image which is below a threshold was considered 
redundant and removed. 

 
B. Data Augmentation 
Now, once we select the best images for building our model, we need to generate a bigger dataset to compensate for the loss of 
images in data reduction. We artificially increase the quantity of the best images by slightly modifying them and creating copies 
without having to actually collect new data. This helps the model to prevent overfitting as we artificially enhance the dataset by 
oversampling the best quality images. We utilized various augmentation techniques such as random cropping, rotation, colour-
shifting, mirroring, etc. 
 
C. Transfer Learning using CNN 
The shortcoming of a small dataset can be overcome by using a pre-trained model. This is known as transfer learning. We generally 
use models which have been trained on related problems. Various pre-trained models are available like ImageNet, AlexNet, ResNet, 
VCG16, DenseNet, MobileNet, etc. We import the MobileNet model and tweak the final few layers with our proposed CNN model. 
We use a sigmoid layer at the end instead of a softmax. To get the accurate weights of each layer, we use a backtracking algorithm 
for fine tuning the neural network. We use Adam Optimizer as a gradient descent algorithm. Finally, the augmentation step is 
applied to overcome the limitations of the labelled dataset. The figure below shows the architecture of our CNN model. 

 
Fig. 3  The CNN Algorithm. 

 
There are many parameters that we use to tune up our neural network. The major ones are given below:  
1) The pooling layer (MaxPooling2D): is used to decrease the size of input images for quicker training.  
2) Batch size (128): the total number of utilized images in every loop.  
3) Initial learning rate (0.001): defines the rate with which the model will begin the learning.  
4) Validation frequencies (36): the number of iterations between evaluations of the validation metrics.  
5) Loss function (binary cross-entropy): it is used to set up a binary classification problem from the dataset.  
6) Number of epochs (100): the number of times the using dataset is passed to the CNN. 
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VI.  RESULTS 
The initial data exploration helped us find out the relation between the type of cancer and the data. We found out that 
Dermatofibroma, Basal cell Carcinoma, Meloncytic Nevi and Actinic Keratosis are very rarely found in patients below the age of 20 
whereas vascular lesions and melanoma can occur at any age. Skin Cancer is commonly found in the age groups 30 to 70 where the 
age of 45 seems to be the age where skin cancer peaks. The extremities and torso seem to be the most prone to skin cancer. 
We used 1014 images separated from the dataset using train test split to validate our trained model. The confusion matrix of the 
model was generated for seven classes. We then calculated the categorical accuracy for each class, the top2 accuracy and the top-3 
accuracy of the model and found out that the model obtained a categorical accuracy of 85%. The model performed best for the 
Melanocytic Nevi class. Classifying Benign Keratosis was a challenging task because it showed features similar to Melanoma and 
Melanocytic Nevi. The model obtained a top-2 accuracy of 91% and a top-3 accuracy of 96%. 
We developed a desktop application that loads the image and feeds it to the model for predictions. 

 
VII. CONCLUSION AND FUTURE SCOPE 

In this paper, the proposed use of transfer learning MobileNet model achieves a better classification rate when compared to other 
transfer learning models. The ability of the proposed method is to classify benign and malignant skin lesions by replacing the output 
activation layer with sigmoid for the binary classification. Moreover, the proposed method was evaluated on a dataset named HAM 
in which we obtained better training, and testing accuracy, respectively; than other existing transfer learning models. In addition, the 
imbalanced dataset and absences of a large number of images interrupted the model to acquire better accuracy. As a result, we 
balanced the dataset for both levels that improves accuracy of classification. We obtained a categorical accuracy of 85% and a top-3 
accuracy of 96%. We analysed the data and found out the factors affecting skin cancer. The future scope will be to integrate a 
patient's personal data and find out the relations between the data and the presence of the disease to find out the probability of the 
person getting affected by the disease and maybe even assist experts to start treatment even before the lesions occur, hence taking a 
preventive approach. 
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