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Abstract: This paper introduces a new reverse search engine integration into content-based image retrieval (CBIR) systems that 
employs convolutional neural networks (CNNs) for feature extraction. It generates global descriptors using pre-trained CNN 
architectures such as ResNet50, InceptionV3, and InceptionResNetV2. It retrieves visually similar images without depending on 
linguistic annotations. Comparative analysis against existing methods, such as Gabor Wavelet, CNN-SVM, Metaheuristic 
Algorithm, etc., has been tested, and it proves the superiority of the proposed algorithm, the Cartoon Texture Algorithm, in 
CBIR. As the Internet sees an exponential growth of different data types, the importance of CBIR continues to grow. In order to 
efficiently retrieve images, solely relying on image features while ignoring metadata is exactly what we need. As such, this paper 
is a reminder of the need for CBIR in this changing world. They showed that CBIR continues to be quite effective in the age of 
the Internet. Their proposed model for CBIR, which integrates ResNet-50-based feature extraction, a neural network model 
trained on different image datasets, and clustering techniques to make retrieval fast, provides a significant improvement in 
accuracy and efficiency for content-dependent image retrieval. This methodology is likely to be very useful as we work with the 
increasingly huge data of vision and beyond on the Internet. It provides a good basis for an effective image search and retrieval 
system. 
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I. INTRODUCTION 
Efficient retrieval of specific images from large databases is still a challenging issue and usually requires precise classification and 
retrieval methods to find and match query images from large-scale databases. Content-Based Image Retrieval (CBIR) systems, for 
example, integrate a variety of visual features such as color, shape, and texture for efficient and effective image classification and 
retrieval without the need for manual annotation and associated human intervention. However, CBIR remains a complex subject in 
computer vision in view of its reliance on human perception and the diverse categories of images it covers [1], e.g., from landscapes 
to indoor scenes. 
Neural network architectures, in particular convolutional neural networks (CNNs), hold great promise for addressing the complexities 
of CBIR. They allow for learning and adaptation to deal with imprecise data and the wide variety of scenarios that might be 
encountered. The model complexity can be managed effectively through the use of CNNs. This allows for high-level features that are 
critical to distinguishing between different images to be included, while the number of parameters can be kept to a minimum. CNNs 
have enjoyed considerable success in many different types of image classification tasks, such as medical imaging, traffic sign 
recognition, and scene classification[2]. 
Proposed by Zhong and Frater, the multi-feature model consists of a fusion of shape, texture, and color features that enables us to 
search systematically for relevant images in texture databases. The aim is to retrieve images based on the attributes extracted from a 
query image, using only comparable images. A combination of suitable similarity measures and pre-processing ensures that the most 
relevant images are located from a huge collection by the Content-Based Image Retrieval (CBIR) system[3]. 
This study validated the effectiveness of CNN classification algorithms, particularly ResNet50[2], InceptionV3[2], and 
InceptionResNetV2[2], in improving the performance of image retrieval. By utilizing a dataset with varied image classes that include 
landscapes, beaches, transportation (bicycles, trucks, ships), architecture (buildings, temples, stadiums), and dinosaurs, simulations 
were performed to gauge the models’ precision, accuracy, F1-score, and recall. Furthermore, comparing the results with and without 
pre-trained weights can be used as a guide for choosing which CNN architecture is optimal for image classification and can be useful 
for developing image retrieval systems. 

II. STATE OF THE ART 
Image retrieval techniques have applications in various scientific fields such as agriculture, medicine [4][5], security, weather 
forecasting, biological modeling, web image classification [6], forensic investigation, and satellite image processing. Traditional 
methods rely on analyzing the descriptors computed using low-level features of images such as color [7], texture [8], shape [9], and 
their combinations [10]. 
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Low-level features are being integrated with high-level features. Advancements have led these kinds of combinations to represent 
very closely with human perception. It is safe to say that these combinations are making it possible for effective image retrieval and 
recognition. By combining these methods with deep learning techniques, you can achieve even better results [11][12]. Various 
dissimilarity measures are employed to compare image descriptors. These include Euclidean distance, Bhattacharya distance, 
Mahalanobis distance, Sorensen distance, and cosine distance [4]. 
The primary method for image classification has been the use of convolutional neural networks (CNNs), largely due to their 
superior performance in hybridized image classification. In this method, a set of training images in the form of high-dimensional 
vectors yields small performance variations. CNNs overcome these challenges and address these difficult problems by employing 
deep learning methods to automatically extract global descriptors from images that represent the key features effectively for each 
class. 
 

III. RELATED WORK 
The research paper titled "Search by Image. New Search Engine Service Model" proposes a comprehensive model for an effective 
image search service [24]. It discusses the use of computer vision algorithms, data mining, database organization, and machine 
learning for extracting and storing image features. The paper also emphasizes the importance of image metadata and context, and 
introduces the concept of using artificial intelligence for continuous optimization of the image search service [24]. 
The paper, “Image Searching Method by CBIR”, presents a content-based image retrieval (CBIR) system that uses an image as a 
query to find similar images in a database [25]. The system uses 3D color histograms in the HSV color space for comparison [25]. 
The paper discusses the limitations of text-based image search and reviews existing CBIR methods. The proposed CBIR method, 
which has an accuracy of 89.7%, is presented as a simple and effective way to search for images. Future work includes integrating 
text and object recognition and using other features and color spaces. The research paper "Content-based Commodity Search Engine 
Using Convolutional Image Retrieval" discusses the development of an e-commerce search engine that uses convolutional neural 
networks for image retrieval. The paper highlights the importance of effective commodity search in the rapidly advancing field of e-
commerce. The proposed search engine aims to improve upon traditional methods of product retrieval by leveraging the power of 
deep learning for image content understanding and feature extraction. The paper suggests that this approach can lead to more 
accurate and efficient search results, thereby enhancing the overall user experience on e-commerce platforms [26]. 
The research paper proposes a computer vision-based system for object detection and recognition in images, aiming to enhance 
image search engine performance1. Utilizing a large dataset from ImageNet, consisting of 15 million high-resolution images across 
21K classes, the system employs machine learning techniques like Convolutional Neural Networks (CNNs) and the TensorFlow 
library [27]. A demo image search engine was developed using the Laravel framework of PHP, enabling users to upload images and 
view the system’s best guesses for objects in the images, along with confidence scores [27]. The system achieved a high accuracy 
rate, outperforming previous methods. This paper presents a technique to retrieve similar images using transfer learning [28]. The 
authors use a pre-trained deep convolutional neural network (CNN) model, called Inception-v3, to extract features from images of 
shoes and kitchen appliances. They fine-tune the model on their datasets and use Euclidean distance as a similarity measure to return 
the most relevant images to a query image. They evaluate their approach on two datasets and report high accuracy for image 
classification and retrieval tasks. They also compare their results with other existing models and show the advantages of 
their technique. 

IV. METHEDOLOGY 

A. Data Description 
We employed the Corel image database, which contains 1006 color images with an approximate resolution of 384x256. Images are 
labelled with one of 21 categories (e.g., "beach," "building," "dinosaur," "flower," "grand piano," "leopard," "missile") and serve as a 
standard test collection for the evaluation of content-based retrieval systems. 
 
B. Neural Network Architecture 
1) Feature Extraction: The method proposed is used to generate features using a convolutional neural network (CNN) built on the 

Inceptionv3 model, which is one of the best-performing deep neural architectures with 42 layers (in contrast to other models such 
as ResNet50 with 50 layers, InceptionV3 with 23 layers, and InceptionResNetV2). This architecture is based on the idea of 
factorization of convolution kernels, which allows the reduction of the spatial resolution of the filters[14]. 
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Fig. 4.1: Retrieving Resnet Features and Neural Network Training 

 
2) Similarity Comparison: Cosine distance dissimilarity or Sorensen distance dissimilarity are applied to vector descriptors, which 

are produced in the feature extraction phase, as a dissimilarity function in the study. This allows the comparison of query images 
with the images in the database, thereby facilitating efficient retrieval and indexing of the images[15]. 

3) Ordering and Retrieval: In the final stage, images are sorted based on the dissimilarity scores calculated in the previous stage. Of 
these, the image with the most similar index to the query image emerges as the primary retrieval result. 

 
C. Training Procedure 
1) Dataset Preparation: A diverse dataset of images is used, collected based on the categories of the Corel image database. Images 

are pre-processed so that they have the same size and the same format. 
2) Feature Extraction with Inceptionv3: The pre-trained Inceptionv3 model is used to extract features. The top layers of the 

Inceptionv3 model, which are responsible for classifying the image, are removed, leaving the Inceptionv3 model to be used only 
to extract features. Images are passed through the modified Inceptionv3 model to obtain high-level features. 

3) Similarity Comparison and Ordering: A vector descriptor for every image is computed using the extracted features. Cosine 
distance, or Sorensen distance, is used to compare the query image with images in the database. Images are ranked in order of 
dissimilarity. 

4) Model Training and Deployment: Fine-tuning the Inceptionv3 model may be done, possibly with trips like contrastive loss or 
triplet loss. The model would need to be trained on data and fine-tuned to the purpose of your liking using backpropagation and 
optimizing techniques such as stochastic gradient descent or Adam. If the opportunity has come to fine-tune, the trained features 
can then be made to be utilized for the task at hand. 

 
V. TECHNIQUES 

The CNN is a biologically inspired architecture represented as a series of transformations of the input. The CNN has various layers, 
of which the major are the convolutional layer, the pooling layer, and a fully connected layer [16]. The convolutional layer goes 
over the features and creates a series of feature maps, while a pooling layer is used to down sample the features. The task of image 
classification is finally handled in a fully connected layer [16]. 
The convolutional layer is the main building block of a CNN. It applies filters to input images based on local pixel neighborhoods. 
This process creates convolution filters, which are essentially the weights of neural connections [16]. It uses weight sharing so that 
the filters are applied to the different locations in the image. This way, a lot fewer weights are needed than the number of input 
neurons, and that's very important when training on large images. Weight sharing significantly reduces the amount of data that needs 
to be learned [17]. The pooling (or down sampling) layer reduces the dimensionality of each feature map as well as its width and 
height [18]. 
Subsequent layers in convolutional neural networks perform activation regression. Following the pooling layer, at least one fully 
connected layer is typically included, which generates decision pathways based on the filters gathered in the previous layer. The last 
layer of convolutional networks is also fully connected and responsible for data classification.  
 
A. Resnet 50 
ResNet (Residual Network) is a foundational convolutional network used in computer vision applications. Its main claim to fame is 
being the winner of the 2015 ImageNet classification challenge (as discussed in Krizhevsky et al., 2012). The main innovation in 
ResNet was the residual connection. The key idea with residual connections is that for some layers in the network, feed the output 
into the next layer without modification. This means the output can be added back to the input at the next layer, which, with clever 
choice of the identity (or "skip") activation functions, lets the network compute the identity or the time derivative of the output with 
respect to the input. This lets us train extremely deep architectures—over 150 layers deep—that were previously out of reach. As a 
result, this innovation made architectures that were much deeper much easier to train. This fundamental architecture design has 
quickly become ubiquitous and has significantly impacted subsequent research and practical applications [12]. 
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Fig. 5.1. ResNet Residual Block [12] 

 
The architecture operates on a proposition under which the layers preserve the values that are generated by F(x) of the rectified 
linear unit activation function from the preceding layer x, in addition to incorporating the input x obtained from the functions at each 
layer (3). As illustrated by Figure 5.2, the structure of a ResNet inadvertently starts with zero-padding the input with a block (3,3). 
Stage 1 uses a 2D convolution with 64 shape filters (7, 7) with a (2,2) stride, followed by batch normalization on the input channel 
axis, and then proceeds to use the 2D max pooling on the array (3, 3) with a (2,2). The stages 2, 3, 4, and 5 are followed by a 
convolutional block that uses three sets of filters; the number of filter sets is two in stage 2, three in stage 3, five in stage 4, and two 
in stage 5, respectively. In the final stage, a (2,2) average-pooling array uses an array of averages. The flatten operation does not 
need any hyperparameters; the feature map is transformed from the convolutional blocks to follow the fully connected layer of the 
CNN, which reduces its input to the number of classes using a Softmax activation [12]. 

 
Fig. 5.2. ResNet Architecture [29] 

 
B. Inception V3 
The Inception module was introduced by the GoogleLeNet network to reduce the number of parameters that are used in the network 
while still maintaining efficiency. It is simply a stack of small convolutions where the network learned to use a (3x3) convolution. 
The role of this multi-layer feature extractor is to employ (1x1), (3x3), and (5x5) convolutions in parallel to capture different scales 
and patterns. This helps the network learn richer representation more efficiently, as illustrated in Figure 5.3. 

 
Fig.5.3: Inception Module 

 
A resolution architecture for image classification known as InceptionV3 was trained on a particular dataset. 
 
C. Inception-Resnet50 
Inception-ResNet essentially replaces the filter concatenation found in Inception with residual connections, merging the 
architectures of ResNet and Inception. Now, since Inception networks are deep in terms of layers, it is logical to replace the filter 
succession stage in the Inception architecture with residual connections. The module used in Inception-ResNet-v2 is shown in figure 
5.4. This version of Inception is more computationally expensive, but it delivers far better recognition performance. 
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Fig. 5.4. Inception-ResNet module [30] 

 
VI. WORKING 

The proposed content-based image retrieval (CBIR) model entails the integration of a reverse search engine with a convolutional 
neural network (CNN) that performs feature extraction. The model performs exceptionally in determining visually similar images in 
the absence of linguistic annotations. On its own, the model generates global descriptors using pre-trained CNN architectures, 
including Inceptionv3, InceptionResNetv2 and ResNet50, while significantly outperforming existing methods such as Gabor 
Wavelet, Metaheuristic Algorithm and CNN-SVM. The Corel image database, which contains 1006 colour images spanning 21 
categories, is standardised in this study. The Inceptionv3 model, which contains 42 layers, is adopted during the feature extraction 
phase. The reduction of the spatial resolution is enabled by the factorization of convolution kernels in the Inceptionv3 model [31]. 
Next, dissimilarity functions such as cosine or Sorensen distance are used to compare the similarity of vector descriptors, which 
makes the retrieval and indexing efficient[32]. Then, images are ranked based on their dissimilarity scores, and the one closest to the 
query becomes the top retrieval result. The training is composed of dataset preparation, feature extraction, similarity comparison, 
rank loss training, and model fine-tuning by techniques like contrastive loss or triplet loss with stochastic gradient descent or Adam 
optimization[33]. 
This proposed approach constitutes a significant development in the field of CBIR, as the internet explodes with unprecedented 
levels of data. Processes that rely solely on image features to enable effective imaging retrieval as the nature of data changes are a 
significant improvement in the field and have been proven effective with a strong set of academic references to demonstrate the 
methodology and the quality of the research [31][32][33]. 
 

VII.  RESULT AND DISCUSSION 
After obtaining these terms from the confusion matrix, we can begin to calculate essential metrics to evaluate model performance. 
Machine learning assessment often leverages metrics such as precision, accuracy, F1-score, and recall, among others. They are 
defined as [19]: 
After consulting the diagram, we can see why each value is important to the numerator and denominator of the equations to follow. 
Accuracy represents the ratio of correctly categorized instances (true positives and true negatives) to the total number of 
classifications the algorithm made such that: 
Accuracy = (TP + TN) / (TP + TN + FP + FN) (1) 
Where TP= True Positive, TN = True Negative, FP = False Positive, and FN = False Negative. Meanwhile, Precision calculates the 
accuracy of the positive classifications in terms of the proportion of correctly classified examples to the total number of current 
positive predictions: 
Precision = TP / (TP + FP) (2) 
Recall evaluates the completeness of the classifier (the proportion of actual positive instances that are correctly identified). It is 
defined as follows Recall = TP / (TP + FN) (3)  
F1-Score This is the harmonic mean of precision and recall, and is also a good metric to use if you need to take both precision and 
recall into account. This is how it can be calculated: 
F1-Score = (2 × Precision × Recall) / (Precision + Recall) (4) 
To make sure that the outcomes were correct, the mean of the metrics was computed over 10 separate simulations. For each of these 
simulations, the same data was utilized for both training and testing across the models evaluated [20]. 
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Fig. 7.1: Confusion matrix visualization for CNN classifier with ResNet50 architecture for the Corel dataset 

 

 
Fig. 7.2. Confusion matrix visualization for CNN classifier using InceptionV3 architecture for Corel dataset 

 

 
Fig. 7.3. Confusion matrix visualization with CNN classifier and InceptionResNetV2 architecture for the Corel dataset 
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Fig. 7.4. Confusion matrix visualization for Corel dataset using InceptionResNetV2 architecture and CNN classifier 

 

 
Fig. 7.5. ROC curve for hybrid features and hybrid features based on NCA and SVM 

 

 
Fig. 7.6. Confusion matrix visualization for Cartoon feature texture in Corel dataset using SVM without CNN 
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Fig. 7.7. ROC curve for CBIR using InceptionV3, ResNet50, and InceptionResNetV2 

 
The value of accuracy obtained from the previous techniques like Metaheuristic Algorithm, Gabor Wavelet, CNN-SVM is 90.5%, 
95.2% and 98.5% respectively [21]. The value of accuracy obtained from the proposed work i.e., CNN with ResNet50, CNN with 
Inception V3, CNN with InceptionResNetV2 is 97.4%, 97%, 98.6% respectively. Here it is concluded that the InceptionResNetV2 
shows the better accuracy as compared to CNN with ResNet50 and CNN with InceptionV3 as shown in Table 1 and hence it is 
considered to be the most stable architecture of CNN as shown with the help of ROC curve i.e., Fig. 7.7 

 
Method Accuracy 

Metaheuristic Algorithm [34] 90.15% 
Gabor Wavelet [35] 95.2% 

CNN-SVM [36] 98.5% 
Proposed CNN with ResNet50 97.4% 

Proposed CNN with InceptionV3 97% 
Proposed CNN with InceptionResNetV2 98.6% 

TABLE 1: COMPARATIVE ANALYSIS WITH PREVIOUS RESEARCH WORK 
 

VIII.   CONCLUSION 
In this paper, an integrated approach to reverse image search using convolutional neural networks and deep learning is presented. At 
all stages, from regional partitioning to the search for nearby neighbors, this method outperforms previously published results. It 
requires no inter-stage human input. It is demonstrated to work on a diverse set of datasets from all over the world, and in the 
authors' opinion, it represents significant progress in the field. It serves as a foundation for improved performance, and the next steps 
include extending the pre-processing stages and integrating the produced descriptors in a way that allows for more abstraction [22-
23]. Finally, in the realm of image search engines, incorporating models like ResNet-50 has proved quite fruitful. Due to its deeper 
architecture and superior feature extraction capabilities, ResNet-50 is able to not only improve the accuracy of image retrieval 
systems but also make them more efficient. By integrating it into existing image search engines, they could deliver even more 
impressive results and provide a more comprehensive overview of the specific elements within each individual image. 
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