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Abstract: Liver tumors represent a significant health concern globally, ranking as the fifth most prevalent type of tumor in men 
and the ninth in women according to recent Global Cancer Statistics for 2018. The current diagnostic methods involve utilizing 
imaging tests such as Computed Tomography (CT), Magnetic Resonance Imaging (MRI), and ultrasound, often requiring 
invasive tissue sampling for confirmation. However, these approaches are not only costly but also time-consuming, posing 
challenges in timely diagnosis and treatment. This paper proposes an innovative solution leveraging deep learning techniques in 
image processing for liver tumor diagnosis. Specifically, we introduce a Classification Ensemble model combining ResNet, UNet, 
ResUNet, Xception, and DenseNet architectures. These models are adept at extracting intricate features from medical images, 
enhancing the accuracy of tumor classification. Additionally, we integrate state-of-the-art object detection models, including 
FasterRCNN, YOLOv3, and YOLOv5, to enable precise localization and delineation of liver tumors within the images. We focus 
on the liver tumors such as cholangiocarcinoma and metastatis. Overall, our proposed framework holds promise in 
revolutionizing liver tumor diagnosis, potentially leading to earlier detection, improved patient outcomes, and reduced healthcare 
costs. 
Keywords: Liver tumors, cholangiocarcinoma, metastatis, Deep learning, Image processing, Ensemble model, ResNet, UNet, 
FasterRCNN,  YOLOv5 

 
I. INTRODUCTION 

The liver, situated beneath the ribcage on the right side of the abdomen, is the body's largest organ. Liver tumors, resulting from 
abnormal cell growth, are indicative of various liver conditions, including cirrhosis, hepatitis, and liver cancer, which have led to 
significant mortality rates globally. Comprising the right and left lobes, the liver plays essential roles in bile production for digestion 
and detoxification processes. Liver metastasis occurs when cancer spreads to or from the liver, commonly originating from 
colorectal, lung, breast, pancreatic, stomach, esophageal, and melanoma cancers. Cholangiocarcinoma, the second most prevalent 
primary hepatobiliary tumor, arises from the bile duct and can be intrahepatic or extrahepatic. This paper focuses on metastatic and 
cholangiocarcinoma cancers, introducing a Classification Ensemble model integrating robust architectures for precise tumor 
classification. It also incorporates advanced object detection models to accurately localize liver tumors within images. By leveraging 
deep learning and ensemble methods, the proposed approach aims to streamline the diagnostic process, offering a cost-effective 
alternative to traditional methodologies. This review emphasizes recent advancements in computer-aided diagnosis of liver cancer, 
particularly focusing on deep learning-based techniques for liver tumor segmentation in CT images, and outlines future directions in 
this rapidly evolving field. 

II. LITERATURE SURVEY 
Liver cancer represents a significant global health concern, with rising incidence rates observed worldwide [3, 9]. Consequently, 
there is a growing interest in developing precise and effective computer-aided diagnosis (CAD) systems for detecting and 
segmenting liver tumors on medical imaging, particularly computed tomography (CT) scans. Deep learning techniques, notably 
convolutional neural networks (CNNs), have emerged as promising tools in this field due to their capability to automatically learn 
hierarchical features from medical images. 
Several studies have concentrated on utilizing CNNs for liver tumor detection and segmentation. Arakeri [1] explores recent 
advances and future prospects in CAD systems for liver cancer diagnosis on CT images, highlighting the potential of deep learning 
methods. Similarly, Yasaka et al. [4] conducted a preliminary study using CNNs to differentiate liver masses on dynamic contrast-
enhanced CT scans, exhibiting promising results in automated tumor classification. 
Segmentation, the process of outlining tumor boundaries, is crucial for precise diagnosis and treatment planning. Numerous 
approaches have been proposed for liver tumor segmentation using CNNs. For example, Kaluva et al. [2] proposed a 2D-densely 
connected CNN for automatic liver and tumor segmentation, achieving high accuracy in delineating tumor regions.  
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Similarly, Todoroki et al. [6] and Li et al. [17] employed deep CNNs for liver tumor candidate detection and segmentation on CT 
images, underlining the potential of these methods in clinical practice. 
Furthermore, researchers have investigated the integration of advanced techniques to enhance the performance of CNN-based 
segmentation models. Frid et al. [13] explored the use of generative adversarial networks (GANs) for synthetic medical image 
augmentation, with the aim of improving CNN performance in liver lesion classification tasks. Additionally, Almotairi et al. [22] 
proposed a modified signet architecture for liver tumor segmentation in CT scans, demonstrating the effectiveness of tailored 
network architectures in medical imaging tasks. 
 

III. METHODOLOGY 
The project consists of several key modules, each with a specific role. Initially, the "Data Exploration" module loads and analyzes 
data. The "Image Data Generator" preprocesses images for augmentation. Object detection is facilitated through Torchvision. Data is 
split into train and test sets for model evaluation. For classification, an ensemble of ResNet, UNet, ResUNet, Xception, and DenseNet 
is employed. For detection, FasterRCNN with ResNet FPN, YOLOv3, and YOLOv5 are used. User interaction is managed by the 
"User Signup & Login" module, while "User Input" allows users to input data for predictions. The "Classification and Detection " 
module displays final predictions. These modules collectively offer a comprehensive solution for image tasks. The subsequent 
sections elaborate on the dataset particulars, preprocessing steps, data augmentation techniques, and the proposed model.  
 
A. Dataset 
Experiments are conducted to analyze the robustness of the proposed models, aimed at classifying different types of liver Tumors 
from CT scan images. Utilizing the liver tumor dataset collected from kaggle consists of 377 CT scan images. Out of these, 144 
images belongs to Cholangiocarcinoma and remaining are belongs metastatis carcinoma. 

 
Sample dataset 

After Data Augumentation, we take 70% of data as training data and 30% as testing data, with the class-wise distribution.This dataset 
was suitable for the implementation of the model. 
 
B. Preprocessing 
Preprocessing plays a crucial role in preparing medical images for accurate diagnosis using a classification ensemble model and 
object detection algorithms. Initially, the images undergo standardization to ensure consistency across various modalities. This 
involves normalization to adjust pixel intensities, followed by resizing to a uniform resolution, mitigating discrepancies in image 
dimensions. To facilitate feature extraction, image augmentation techniques such as rotation, flipping, and scaling are applied to 
increase the diversity of the training dataset, promoting generalization and robustness of the model. Additionally, anatomical 
landmarks or region of interest (ROI) annotations are delineated to guide the object detection models in localizing liver tumors 
accurately. 
 
C. Data Augumentation 
The ImageDataGenerator applies several augmentation techniques to input images. These include rescaling, which ensures that pixel 
values are within a specific range for better numerical stability and convergence during training. Additionally, shearing involves 
shifting parts of the image along a specified axis, while zooming alters the scale of the image by zooming in or out. Furthermore, 
horizontal flipping is applied, which mirrors the image horizontally, effectively doubling the dataset size and introducing variability. 
Ultimately, the class labels undergo label encoding, representing Cholangiocarcinoma and metastatis as 0 and 1 , respectively.  
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D. Proposed Architecture 
This section discusses our proposed system utilizes a Classification Ensemble model incorporating ResNet, UNet, ResUNet, 
Xception, and DenseNet, alongside object detection models like FasterRCNN, FPN, YOLOv3, and YOLOv5. This fusion enhances 
accuracy in liver tumor diagnosis by extracting intricate features and precisely localizing tumors within medical images. 
 
1) ResUNet (Ensemble of ResNet + UNet) 
ResUNet combines the feature extraction capabilities of ResNet with the dense prediction capability of UNet, making it suitable for 
tasks like semantic segmentation. 
 
2) Xception 
Xception is an extension of the Inception architecture, which focuses on depth-wise separable convolutions. It aims to capture 
dependencies between channels more effectively, leading to better representation learning. 

 
 

3) DenseNet 
DenseNet is built on the concept of densely connected convolutional networks. It establishes direct connections between each layer 
and every other layer in a feed-forward manner. This approach promotes feature reuse and helps to alleviate the vanishing-gradient 
problem. 

 
Fig: DenseNet Architecture 
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Fig: ResUnet Architecture 

 
5) Faster R-CNN (backbone of ResNet FPN) 
Faster R-CNN is a popular object detection model. It consists of two main components: a region proposal network (RPN) for 
generating region proposals, and a network (usually with a ResNet backbone) for object detection within those proposals. FPN 
(Feature Pyramid Network) is often used as the backbone to extract multi-scale features. 
 
6) YOLOv3 and YOLOv5 
YOLO (You Only Look Once) is a family of object detection models that directly predicts bounding boxes and class probabilities 
from full images in a single evaluation. YOLOv3 and YOLOv5 are different versions of this model, each with improvements over 
the previous versions in terms of accuracy and speed. 

 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 12 Issue III Mar 2024- Available at www.ijraset.com 
     

 
1668 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

 

E. Implementation 
The steps include implementing Liver Tumor classification and detection: 
 
1) System Architecture 

 

 
Fig 1: System Architecture 

 
2) Modules 
 Data exploration: using this module we will load data into system  
 Image Data Generator for re-scaling, shear, zoom, flip, reshape.  
 Torchvision for detection. 
 Splitting data into train & test: using this module data will be divided into train & test 
 Model generation: Model building  

- Classification- Ensemble of ResNet + UNet – ResUNet,  Xception, DenseNet         
- Detection - FasterRCNN backbone of ResNet FPN, YoloV3, YoloV5 

 
 User signup & login: Using this module will get registration and login 
 User input: Using this module will give input for prediction 
 Prediction: final predicted displayed 
 
During the training phase, our system utilizes a varied dataset containing liver tumor images acquired from different imaging 
modalities. To ensure consistency across models, we preprocess the dataset for uniformity. Each model, including ResNet, UNet, 
ResUNet, Xception, DenseNet, FasterRCNN, FPN, YOLOv3, and YOLOv5, undergoes training individually using its specific 
architecture. We employ transfer learning by initializing the models with pre-trained weights from datasets like ImageNet to 
expedite convergence. Following separate training sessions, we merge the predictions of all models using an ensemble approach. 
We use techniques like majority voting or weighted averaging to combine outputs, leveraging each model's strengths while 
mitigating its weaknesses. 
For testing, we evaluate the pre-trained ensemble model on liver tumor images not included in the training data. We compute 
performance metrics such as accuracy, precision, recall, and F1-score to evaluate the system's tumor diagnosis and localization 
capabilities.  
To ensure model robustness and generalization, we may utilize cross-validation techniques across diverse datasets. Through 
rigorous training and testing, our system aims to showcase superior performance in liver tumor diagnosis, providing a dependable 
solution for early detection and management, potentially transforming global clinical practices. 
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IV. EXPERIMENTAL RESULTS 
The user interface is provided for user where user has to enter the details and upload an image. 
 
A. Detection and Classification of Liver Tumors Home Page 

 
 

B. Sign-in Page and Sign-up page 
 

 
Fig: Sign-in page 

 

 
Fig: Sign-Up page 
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C. Upload an Image 

 
 

D. Classification Output 
 

 
 

E. Detection Output 
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Page Comparison Graphs → Accuracy, Precision, Recall, f1 score 
1) Accuracy: A test's accuracy is defined as its ability to recognize debilitated and solid examples precisely. To quantify a test's 

exactness, we should register the negligible part of genuine positive and genuine adverse outcomes in completely examined 
cases. This might be communicated numerically as: 

 

 
Fig 1: Accuracy Graph 

 
2) Precision: Precision measures the proportion of properly categorized occurrences or samples among the positives. As a result, 

the accuracy may be calculated using the following formula: 

 

 
Fig 3: Precision Score Graph                  Fig 4: Recall Score Graph 

 
3) Recall: Recall is a machine learning metric that surveys a model's capacity to recognize all pertinent examples of a particular 

class. It is the proportion of appropriately anticipated positive perceptions to add up to real up-sides, which gives data about a 
model's capacity to catch instances of a specific class. 

 
 
4) F1-Score: The F1 score is a machine learning evaluation measurement that evaluates the precision of a model. It consolidates a 

model's precision and review scores. The precision measurement computes how often a model anticipated accurately over the 
full dataset. 
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5) Confusion matrix and mAP Graph 

 
Fig 6: Confusion matrix for YOLOV5x6                        Fig 7: mAP Graph 

 
V. CONCLUSIONS AND FUTURE WORK 

In conclusion, our study presents Liver ResUnet, a comprehensive framework tailored for the detection and classification of liver 
tumors utilizing deep learning methodologies. By incorporating various techniques including image preprocessing, data 
augmentation, and ensemble learning, we have developed a robust system, ResUNet, capable of accurately classifying liver tumors. 
Furthermore, our integration of detection models such as FasterRCNN, YoloV3, and YoloV5 enhances the framework's capability to 
accurately identify tumor regions within liver images. The implementation of Flask with SQLite for user interaction ensures ease of 
access and usability, allowing users to upload images for real-time analysis. Through rigorous training and optimization, our 
framework achieves better accuracy and efficiency in tumor detection and classification tasks. Additionally, by exploring alternative 
architectures such as DenseNet and Xception, we demonstrate the adaptability and scalability of our approach, further enhancing 
performance. Overall, Liver ResUnet presents a versatile and user-friendly solution for liver tumor analysis, with potential 
applications in medical diagnostics and research. Our framework not only advances the field of medical imaging but also underscores 
the efficacy of deep learning techniques in addressing complex healthcare challenges. 
Liver ResUnet's future development could focus on integrating multi-modal data, supporting real-time processing, incorporating 
interpretability techniques, adding automated reporting functionalities, seamlessly integrating with electronic health record systems, 
and ensuring continuous updates and fine-tuning with emerging methodologies and datasets. 
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