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Abstract: The development and improvement to map agricultural land cover are major challenges for researchers.  For the 
sustainable development of agronomics spatial information about agricultural practices plays a vital role. Remote sensing 
satellite imagery is a valuable aid in providing and understanding this spatial distribution of agricultural practices. The aim of 
this paper is to provide a better understanding of  capabilities of satellite images for agricultural land cover mapping through the 
use of deep learning techniques. The global coverage , rich spectral and spatial information and repetitive nature of remote 
sensing(RS) data have made them effective tools for mapping crop extents and yield prediction. This paper explores wide ranging 
review of research papers and articles on deep learning algorithms for image processing and predictions in the field of 
agriculture.  The DL algorithms has attained remarkable success in different fields of RS and its use in crop monitoring. This 
review systematically identified 40 research papers from peer reviewed scientific publications related to sensors, platforms, input 
features, training data, spatial distribution of study sites.  This article provides a concise summary of major DL algorithms, 
including concepts, limitations, implementation, to help researchers in agriculture to gain a holistic picture of major DL 
techniques quickly.  
Keywords: convolutional neural network (CNN), recurrent neural network (RNN), long short-term memory (LSTM), gated 
recurrent unit (GRU) 
 

I. INTRODUCTION 
Agriculture indeed plays a crucial role in the global economy, especially as the world's population continues to grow. The increasing 
demands on the agriculture sector necessitate advancements in agricultural technology and modern agricultural practices. These new 
scientific research areas focus on increasing agricultural productivity while minimizing environmental impact through data-intensive 
methods. 
Modern agricultural processes rely on data produced by various sensors to understand operating conditions such as climatic 
conditions, soil quality, and the interaction of dynamic crops. This data enables more accurate and faster decision-making, 
ultimately leading to improved efficiency and sustainability in agriculture.  
Crop maps are useful for precision agriculture, the monitoring of farming activities, the preparation of crop statistics and the study 
of the impact of environmental factors on crops. Data captured by satellites, airplane or unmanned aerial vehicles (UAVs) provide a 
comprehensive snapshot of our environment. Many researchers have used RS data for crop monitoring, including crop-type 
classification and yield prediction due to their global coverage, repetitive nature, multispectral information for monitoring crops. 
For crop mapping, pixel-based or object-based supervised and unsupervised classification methods have been primarily used over 
the years. Recently, machine learning (ML) algorithms, such as random forest (RF), decision tree (DT) and support vector machines 
(SVM), have also been successfully applied for crop mapping and crop-yield estimation.The growing demand for efficient and 
sustainable agricultural practices has led to the adoption of deep learning algorithms in agriculture for image processing and 
predictions.  
Deep learning is a ML method that can not only map features onto outputs but also learns appropriate features itself, thereby 
avoiding the need for feature engineering. Deep learning is a reapplication of neural networks, in which multiple layers of neural 
networks are used for predictions based on available data. The ability of DL models to extract features automatically at different 
levels of abstraction from RS data to make predictions without the need to simulate complex relationships makes them valuable 
tools for crop monitoring. This paper comprehensively reviews that used RS data and DL techniques for critical crop-monitoring 
applications, namely, crop mapping. Crop mapping mainly refers to the classification problem.  
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II. REVIEW OF LITERATURE 
The selection process for the review articles focused on ensuring the inclusion of studies that met specific criteria related to remote 
sensing imagery and crop identification or classification. A systematic search was conducted on topics such as deep learning (DL) 
and remote sensing (RS) based crop classification, yield prediction, and related areas. The search criteria included terms like 'Deep 
Learning' AND 'Remote Sensing', as well as keywords related to crop analysis using RS data, crop mapping, and similar topics. This 
approach aimed to gather relevant literature that addresses the intersection of deep learning and remote sensing in the context of 
crop analysis and classification. 
The search for literature was conducted across reputable electronic databases including IEEE, Springer, Scopus, Web-of-Science, 
Elsevier, and Taylor & Francis Publishers. These databases are widely recognized for hosting high-quality publications and are 
considered authoritative sources in the academic community. By searching these databases, the review aimed to ensure the inclusion 
of studies that adhere to rigorous standards of research and publication.The emphasis on advanced computational techniques for 
extracting meaningful information from imaging data reflects the importance of technological advancements in enhancing our 
understanding of crop patterns and characteristics. 
 

III. OVERVIEW OF DEEP LEARNING ALGORITHMS 
Deep learning is a machine learning method inspired by the structure of the human brain, involving the training of neural networks 
with multiple layers. Machine learning, enables computers to perform tasks by learning from data without explicit programming. It 
is particularly valuable when relationships between variables cannot be efficiently described using traditional linear models. In deep 
learning, multiple layers learn data representation at different abstraction levels, allowing for the learning of complex functions with 
sufficient data and layers representing features at various levels of abstraction. Convolutional Neural Networks (CNNs), also known 
as ConvNets, have become the preferred deep neural network model in Computer Vision applications. 
Convolutional neural networks (CNNs) consist of multiple layers of artificial neurons and are commonly used in computer vision 
tasks. These networks utilize filters, such as convolution and pooling layers, to extract features from input images. Each layer in a 
CNN highlights different features, creating hierarchical representations of the data. The convolution layer acts as a feature extractor, 
while the pooling layer reduces dimensionality and helps prevent overfitting. Fully connected layers, similar to biological neurons, 
calculate weighted sums of inputs to produce activation values. In a ConvNet, each layer generates multiple activation functions 
when an image is inputted, which are then passed to subsequent layers for further processing. 
Recurrent Neural Networks (RNNs) are a specialized type of neural network designed to effectively model and predict sequential 
data. Unlike traditional feedforward networks, RNNs have the unique ability to capture temporal information, making them well-
suited for tasks involving sequences. In standard neural networks, each input and output is treated as independent, but in scenarios 
where understanding the context of previous inputs is essential, such as predicting the next word in a sentence, RNNs shine. By 
incorporating a Hidden Layer, RNNs can retain and utilize information from prior inputs, enabling them to remember sequential 
patterns. The Hidden state within an RNN stores crucial details about a sequence, and the network's Memory component ensures 
that relevant information is preserved throughout the computation process. RNNs apply the same weights and biases to each input, 
ensuring consistent processing across all inputs and hidden layers. 
The introduction of the Gated Recurrent Unit (GRU) in 2014 by Cho et al. presented a simpler alternative to the well-known Long 
Short-Term Memory (LSTM) networks. GRU, similar to LSTM, is a type of recurrent neural network (RNN) designed to handle 
sequential data like text, speech, and time-series data. The concept behind the GRU revolves around the use of gating mechanisms, 
which allow for selective updates to the network's hidden state at every time step. These gating mechanisms play a vital role in 
regulating the flow of information into and out of the network. In the case of GRU, there are two gating mechanisms: the reset gate 
and the update gate. The reset gate determines the degree to which the previous hidden state should be forgotten, aiding in the 
management of long-term dependencies. On the other hand, the update gate determines the extent to which the new input should 
influence the updated hidden state. The final output of the GRU is then calculated based on this updated hidden state. 
Multilayer Perceptron’s (MLPs) are fundamental to deep learning technology, as they are a type of feed-forward neural network 
with multiple layers of perceptron’s. These perceptron’s contain various activation functions and are structured with connected input 
and output layers of equal number, with a hidden layer in between. MLPs are commonly utilized in developing image and speech 
recognition systems, as well as translation software. The operation of MLPs involves inputting data into the input layer, where 
neurons form connections that pass in a single direction. The weights of the input data are determined between the hidden layer and 
the input layer. Activation functions are used in MLPs to identify which nodes are activated. MLPs are primarily employed in 
training models to understand the correlations between layers in order to achieve the desired output from a given dataset. 
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IV. ANALYSIS OF THE LITERATURE 
 A full-text read was conducted on the 40 articles that were identified. The articles were analysed to determine and explore their 
essential aspects such as the architecture of the DL, and its frameworks, RS data, training data, site and scale, assessment measures 
and performance and findings.  
 
A. Sensors and Platforms Used 
Satellite, aerial, and UAV sensors have been utilized to collect remote sensing data for crop mapping and yield prediction. Many 
crop-mapping studies have relied on satellite and aerial imagery to validate the effectiveness of their models. Satellite imagery is 
particularly advantageous due to its easy accessibility, as satellites regularly capture data and providers handle initial pre-processing 
tasks. This accessibility allows users to concentrate on application development rather than data pre-processing. Additionally, the 
remote sensing data mentioned are freely available, including through platforms like the Google Earth Engine, making data 
management and pre-processing more accessible for researchers in the field of agriculture. 
 
B. Input Features  
In crop-mapping studies utilizing deep learning architectures, various types of data are commonly used as input features, including 
optical data (RGB), multispectral data, radar data, thermal data, or a combination of these data sources. Some studies incorporate 
time-series enhanced vegetation index and normalized difference vegetation index derived from remote sensing data into their crop-
mapping models. While computer-vision convolutional neural network (CNN) models are traditionally designed for three-channel 
RGB images, when transferring these models to remote sensing applications, the data must be formatted in a three-channel RGB 
format, limiting the use of additional multispectral bands. Multi-temporal data, crucial for distinguishing between crop types and 
accurately estimating yield, provide information on various crop growth stages. 
 
C. Architecture 
The deep-learning applications for crop mapping and yield prediction predominantly utilize architectures such as CNN, RNN, DNN, 
AEs, Transformer, and hybrid models. Among these, CNN is the most popular architecture, accounting for approximately 58% of 
the reviewed studies. CNN is particularly well-suited for array data like remote sensing data. For crop mapping, early approaches 
involved using CNN for feature extraction and scene classification. RNN models, on the other hand, were preferred for yield 
prediction, with over 40% of the studies utilizing RNNs. RNNs, especially LSTM, are effective in learning temporal characteristics 
for crop mapping and yield estimation from multitemporal images. Hybrid models that combine multiple architectures are also 
employed to learn spatial, spectral, and temporal features for enhanced decision-making. These hybrid models merge features from 
different networks or use the output of one architecture as input for another, enabling the joint modeling of spatial context and 
temporal information from multitemporal images. 
 
D. Frameworks 
Deep-learning frameworks are essential software libraries designed to facilitate the implementation of deep learning models. These 
frameworks come with pre-built structures that make it easier and more accessible to deploy deep learning architectures. Some of 
the most popular deep-learning frameworks include Caffe, Theano, TensorFlow, PyTorch, CNTK, and MatConvNet, which are 
known for their convolutional architectures that enable fast feature embedding. These frameworks are equipped with robust GPU 
backends that enable the training of networks with billions of parameters. 
Among these frameworks, TensorFlow stands out as one of the most widely used frameworks for crop mapping and yield prediction 
using deep learning. Developed by researchers from the Google Brain Team, TensorFlow is a machine learning and deep neural 
network framework that supports multiple GPUs and CPUs. It is written in Python and also offers interfaces in R and JavaScript for 
broader usability. 
Keras, on the other hand, is a high-level neural network API written in Python that runs on top of TensorFlow or Theano. Keras 
APIs are known for their intuitive and straightforward nature, leading to rapid adoption. TensorFlow has integrated Keras, providing 
users with a versatile library that combines the power of TensorFlow with the simplicity of Keras' interface. 
Facebook’s AI-research laboratory developed PyTorch, it has gained a user community in recent years. Caffe is written in C++ with 
a Python interface and is also popular in computer vision because it incorporates various CNN frameworks and datasets. Deep 
neural networks are also built in Scikit-learn, a ML library.   
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E. Crop Type  
In crop-yield prediction studies, deep learning (DL) techniques were predominantly applied to corn and soybeans. While most 
studies focused on predicting the yield of a single crop, some also attempted to predict the yield of multiple crops without 
differentiation. In terms of crop mapping, the majority of studies detected multiple crops, with rice being the most commonly 
mapped single crop. The prevalence of rice as a staple food crop, along with its distinct phenological characteristics reflected in 
sensor data, likely contribute to its high rate of detection in crop mapping studies. 
 
F. Training Data 
The accuracy and generalization ability of a deep learning model are heavily influenced by the quality and quantity of the training 
data used. Insufficient training data can lead to over fitting and impact the model's prediction accuracy. In the context of crop 
mapping, traditional methods involved collecting crop-type labels through labour-intensive field visits. Following field surveys, the 
cropland-data layer (CDL) served as a primary training source for crop-classification models. Additionally, visual image 
interpretation of higher-resolution images was another method used for training data. These approaches highlight the importance of 
obtaining high-quality and diverse training data to enhance the performance of deep learning models in agricultural applications 
  
G. Scale of the Output 
The scale of output in crop mapping studies is directly influenced by the resolution of the input and target data. Typically, each pixel 
or group of pixels is assigned a crop class, with the precision of field boundaries and generalization being dependent on the spatial 
resolution of remote sensing data. Around 70% of yield prediction studies are conducted at the county level, utilizing 
county/district-crop-yield statistics. The remaining studies are field-level, using data collected directly from farmers and harvesters. 
The accuracy of yield predictions is enhanced when precise yield data is available at the appropriate scale. It is worth noting that the 
platforms used and the scales of the studies are often correlated, reflecting the importance of matching data resolution with the 
intended analysis scale. 
 

V. CHALLENGES AND FUTURE DIRECTIONS 
Deep learning algorithms have shown remarkable success in agriculture, several challenges and limitations still exist. This section 
discusses challenges related to data scarcity, interpretability, scalability, and computational requirements. Additionally, it outlines 
potential future directions for improving deep learning algorithms in agriculture, including the integration of multimodal data, 
addressing domain shift, and increasing explainability. 
Data: Data is the most fundamental requirement to build the deep learning models. Many researchers faced the challenges regarding 
data. From this survey it is observed that, many researchers use data source sites like Kaggel, Meandly, IEEE Data port etc. to get 
the data to build models.  
One has to apply the different pre-processing techniques to make the data suitable for training, testing, and validation testing the 
model. This might be time consuming process such as Dimensionality problem, Deep learning limitations, Mixed pixel 
classification etc. 
 

VI. CONCLUSION 
This review paper provides a comprehensive overview of the applications of deep learning algorithms in agriculture for image 
processing and predictions. Deep learning, particularly convolutional neural networks (CNNs) and recurrent neural networks 
(RNNs), has demonstrated significant potential in addressing critical challenges faced by the agricultural industry. The review 
provided an overview of important observations regarding the employed platforms, sensors, input features, architectures, 
frameworks, training data, spatial distributions of study sites, output scales, assessment criteria and performances. The DL provides 
a promising solution for crop mapping and yield estimation. The deep learning algorithms in agriculture has paved the way for more 
accurate and efficient decision-making processes, to improve crop productivity, reduced resource consumption, and enhanced 
sustainability. The reviewed studies and case studies have showcased the capabilities of deep learning models in handling diverse 
agricultural data, including images, weather data, and satellite imagery. 
In conclusion, deep learning algorithms have proven their potential to revolutionize agriculture by enabling accurate image 
processing and predictions.  
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