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Abstract: Stroke is a medical condition that occurs when there is any blockage or bleeding of the blood vessels either interrupts 

or reduces the supply of blood to the brain. It causes the disability of multiple organs or unexpected death, if that patient’s 

recognise and address risks at the right time, up to 80% of stroke occurrences can be averted. With the advancement of machine 

learning in medical science, the early recognition of stroke is very much possible that plays a vital role in diagnosis and getting 

read of this life taking disease. But it requires large well-labeled data. Due to the strict privacy protection policy in health-care 

systems, stroke data is usually distributed among different hospitals in small pieces. In addition, the positive and negative 

instances of such data are extremely imbalanced. Transfer learning can solve small data issue by exploiting the knowledge of a 

correlated domain, especially when multiple sources of data are available. In this work, deep Transfer Learning based Stroke 

Risk Prediction scheme is proposed to exploit the knowledge structure from multiple correlated sources and used bayesian 

optimization for selecting the best parameter. This model is tested in synthetic and real-world scenarios and the random forest 

gives more accuracy than other models like support vector machines (SVM), decision trees (DT), random forests (RF) and voting 

classifiers. It also shows the potential of real-world deployment among multiple hospitals aided with 5 G/B5G infrastructures.  

Keywords: Stroke Risk Prediction, Deep Learning, Transfer Learning, Accuracy, Bayesian Optimization.  

 

I.      INTRODUCTION 

One of the most common illnesses that can cause death or permanent impairment in older individuals worldwide is stroke. For those 

who survived, the cost of treatment and rehabilitation placed an unnecessarily enormous burden on their families and the healthcare 

system because one in five stroke sufferers would pass away within a year. Since early interventions to delay the onset of and reduce 

the risks of stroke are expensive, accurate stroke prediction is highly desired. Clinical investigations have demonstrated that a 

number of common chronic illnesses, like diabetes and hypertension, are strongly associated with the risk of strokes, despite the 

small size of the stroke data. When numerous connected sources are available, Deep Transfer Learning techniques offer an 

acceptable framework to address the issue of minimal data. SRP models may be produced more effectively using the recommended 

framework. However, the performance of the model is strongly influenced by the quantity of transferred layers and the sequence in 

which different source domains are transferred. Typical parameter tuning methods like grid and random search typically fail due to 

the search space's size. The most popular model that is Bayesian Optimisation (BO), a technique for model-based global 

optimisation of black-box functions, is a Gaussian process because it is simple and adaptable in building a probabilistic model of the 

objective function. In order to find the best parameter, BO is used 

 

II.      LITERATURE SURVEY 

Stroke Risk Prediction (SRP) Models have been created using a variety of works that use medical data. Classical machine learning 

methodologies and deep learning-based approaches can be used to broadly classify these techniques. The best performance in stroke 

prediction is reportedly achieved by deep neural networks (DNN). Its dependence on the availability of significant amounts of well-

labeled data is, however, a well-known problem. It's possible that the amount of trustworthy data needed in a real-world scenario 

won't be easily accessible. It is often challenging to share stroke data between institutions due to the rigorous privacy protection 

policies in place in the healthcare system. As a result, tiny portions of the entire collection of stroke data are typically dispersed 

throughout several institutions. The both positive and negative examples in the stroke data are also incredibly unequal. Thus, the 

DNN-based SRP models could work poorly in real-world deployment.  

Clinical risk prediction has a low-resource medical records challenge that has been addressed by the useful framework MetaPred. 

MetaPred uses labelled medical records from a high-resource domain in conjunction with deep predictive modelling and model-

neutral meta-learning.  
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In order to create a learning process that is more transferrable, developed an objective-level adaptation for MetaPred that not only 

benefits from quick adaptation at the optimization-level but also takes into consideration the supervision of the high-resources 

domain. Real-world EHR data are extensively evaluated for risk prediction tasks using 5 cognitive illnesses using a variety of 

source/target combinations. [1] The goal of this endeavour is to build a machine learning system that can forecast brain strokes 

using real-time EMG data. The SVM classifier is then trained on simulated data and evaluated on real data. The idea of data 

augmentation is used to produce samples, which makes it simpler to train with a large amount of data. When the simulation is 

conducted to determine whether the model behaves as predicted, The suggested model obtained 91.77% accuracy, 90.28% 

precision, 91.44% recall, and 91.12% F1-Score at the cutoff point.Compared to previous models, the suggested model was doing 

quite well. Furthermore, compared to competing techniques, the SVM's accuracy, recall, and f-measure are all greater. [2] 

Presented a partitioning-Stacking prediction fusion approach based on  enhanced attention of U-net network in order to accurately 

segment 3D stroke lesions on a T1-weight 3D MRI without adding an exorbitant computational cost. First, a more detailed 

segmentation ability may be achieved by the partition operation, which can also substantially enhance the representing capacity of 

comparable visuals. The accuracy of segmentation is considerably increased by the use of the 3D environment in the fusion 

procedure. The total segmentation performance is substantially enhanced by our improved attention model. A high degree of 

segmentation performance for our technique is shown by experiments on the complete ATLAS and BRATS 2017 data sets 

compared to other recent studies in the field. [3] The prediction of the stroke type is a growing problem for world health. The 

current technique is manual, time-consuming, costly, and requires greater experience from the doctor. The majority of studies on the 

robotized analysis of stroke and its subtypes focused on image preparation techniques, CT scan, and MRI. An artificial neural 

network provides a generic approach to problems. It uses a neural order computation approach to predict stroke infections. A stroke 

sickness prediction based on an artificial neural network improves the analytical precision with more consistency. The proposed 

approach automates stroke prediction using AI or machine learning methods. [4] A problem of great medical relevance was 

examined to see if deep neural network models could predict ischemic stroke. The first trials produced great results on the test set 

and were encouraging.Due to the fact that stroke-positive pictures come from a single source, however, dataset ablation and feature 

separation via vascular tree extraction were attempts to measure the impact of these parameters on performance. It was discovered 

that whereas vascular pictures alone were still sufficient to distinguish between ischemic stroke and non-ischemic stroke, model 

performance was not entirely generalizable to images from unknown sources. [5] 

 

III.      METHODOLOGY 

A. Deep Transfer Learning 

A machine learning approach called deep transfer learning makes use of the information gained from one activity to enhance the 

performance of another related task. This method, which is based on the idea that the lower layers of a neural network, like the 

convolutional layers, learn general features that are useful for a wide range of tasks while the higher layers learn task-specific 

features is particularly helpful when there is a dearth of labelled data for the target task. It allows the model to leverage the 

knowledge learned from a similar task with a larger dataset. A model may be modified to do a new job while keeping the broad 

features discovered while performing the initial task by fine-tuning the weights of the higher layers. 

 

B. Deep Neural Networks 

Deep learning's (DL) main goal is to create massive neural networks with complex input-output changes. The linking of a photo to 

DL is one modern implementation, the name of the person or individuals in the picture, similar to how online entertainment is put 

together. The identification of pictures using verbal cues is an innovative use of DL. 

 

C. Convolutional Neural Network 

Convolutional neural networks, one type of deep learning neural network design, are often used in computer vision. The subject of 

artificial intelligence known as computer vision enables a computer to comprehend and interpret an image or other visual data. 

Amazingly good in machine learning are artificial neural networks. Text, audio, and image data are just a few of the datasets that 

neural networks are applied to. For varied purposes, multiple neural network types are used. For instance, categorising pictures 

requires the use of convolutional neural networks, and this blog will construct a basic component for CNN. Identifying the sequence 

of words requires the use of recurrent neural networks, especially an LSTM.  

D. CNN + LSTM 
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A CNN-LSTM (Convolutional neural networks with long short term memory) model gathers qualities from the data it receives, 

while the LSTM layers forecast trends. For data that are consecutive, a brief information structure called a period series is typically 

used. Given LSTM's performance with patterns, it was decided to use it as the DNN technique. CNN is frequently useful when 

seeking for information about a location, such as in a picture. 

 

E. Bayesian Optimization 

In the domain of machine learning, Bayesian optimisation has been widely applied for the purpose of hyperparameter tweaking. 

Despite the complexity of the terminology and mathematical calculations, the underlying idea is actually rather straightforward. The 

way that Bayesian Optimisation differentiates from Random Search and Grid Search is that it accelerates search times based on past 

results, whereas the other two approaches are uniform (or devoid of) historical judgments. 

 

IV.      IMPLEMENTATION 

In this work, the learning objective in the target domain is to estimate the probability of stroke in a nearby hospital (see Fig. 1). 

Since the target domain's stroke data is frequently insufficient, the learning job can be enhanced by using a variety of source 

domains associated with multiple conditions (such as hypertension and diabetes). Medical datasets are gathered and maintained in 

various hospitals, however direct data sharing between hospitals is impractical because of the healthcare system’s privacy protection 

policies. A reasonable address is to define a source domain as a particular illness at a particular hospital. The next step is to transfer 

knowledge structures from various source domains to both local and other hospitals in order to enhance the learning task in the 

target domain (i.e., stroke risk prediction at local hospital). One local hospital and K outside hospitals are taken into consideration in 

a scenario that illustrates the target and source domains. The suggested Hybrid Deep Transfer Learning-based Stroke Risk 

Prediction (HDTL-SRP) architecture serves as the system's brain, using all pertinent data sources to develop an accurate SRP model 

and the models accuracy is compared as shown in Fig 2. This paper suggests a Hybrid Deep Transfer Learning (HDTL) technique 

that transfers knowledge structure from several source domains dispersed throughout different hospitals to the target domain of 

stroke in order to address the problems brought on by tiny and unbalanced stroke data. The proposed HDTL-SRP infrastructure 

operates in a distributed manner without requiring hospitals to directly share patient records. It consists of four parts:  

1) Generative Instance Transfer (GIT), which applies GAN to external data to generate synthetic instances for model training 

purposes 

2) Network Weight Transfer (NWT), which uses data from highly correlated diseases like diabetes or hypertension 

3) Bayesian Optimisation (BO), which seeks out the best transferred parameters  

4) Active Instance Transfer (AIT), which chooses more informative synthetic stroke instances to create a balanced model.  

 

A. Advantages of proposed system 

1) The suggested framework can create SRP models more successfully.  

2) Due to its ease of use and flexibility in creating a probabilistic model of the objective function, the Gaussian process is the most 

often used model for Bayesian Optimisation (BO), a method for model-based global optimisation of blackbox functions. 

 
Fig. 1 System architecture 
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B. Algorithms 

1) Support Vector Machine (SVM): Regression and classification problems may both be solved using SVM, a supervised machine 

learning approach. Even though  refer to them as regression concerns, classification is the most appropriate term. Finding a 

hyperplane in an N-dimensional space that categorises the input points with clarity is the aim of the SVM method. 

2) Decision trees (DT): They are supervised learning methods that are non-parametric and may be applied to classification and 

regression problems. A root node, branches, internal nodes, and leaf nodes make up its hierarchical tree structure. 

3) Random Forest(RF): The Random Forest technique, a directed machine learning strategy, is commonly used when dealing with 

classification and regression problems. It is aware that forests include a lot of trees and that when new trees are added, the forest 

becomes larger. 

4) Voting Classifier: Kagglers frequently use Voting Classifier, a machine learning technique, to enhance the performance of their 

model and advance up the rank ladder. Voting Classifier has major limitations, yet it may be used to improve performance on 

real-world datasets. 

 
Fig. 2 Graph plotted based on algorithms accuracy 

 

V.      RESULTS 

The Stroke risk prediction model results as shown below. The user have to signup Firstly and fill the Register Form with some 

details like username, emailid, mobile number ,  password and  the snapshort of register page is shown in the fig. 3 after register the 

user can signin by using username and password, than submit the patients information as shown in fig. 4 and the predicted results 

will be displayed if the person having stroke risk or not as shown in fig. 5 and 6 the results will be predicted based on the person’s 

health status.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 user registration 
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Fig. 4 User input  

 

 
Fig. 5 Prediction result 

 

 
Fig. 6 Prediction result 
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VI.      CONCLUSION 

Stroke is a life-threatening medical illness that should be treated as soon as possible to avoid further complications, the creation of a 

machine learning (ML) model could benefit in the early diagnosis of stroke and the subsequent reduction of its severe repercussions. 

The effectiveness of several ML algorithms in properly predicting stroke based on a number of physiological variables is analyzed. 

The experiment is performed over health care dataset collected from Kaggle. The different classification models  like support vector 

machines, decision trees , random forests , and voting classifiers and a deep transfer learning model is developed to predict the 

possibility of whether a person will having a stroke risk or not and evaluating the model’s performance. The experimental result 

shows that the proposed model is more effective than other existing models because it gives 99% of accuracy and the random forest 

is best suited in this case, this model can be used to diagnose a patient to determine the possibility of getting a stroke risk at an early 

stage. Finally, the analysis of stroke concerning different attributes discovered and it can be developed in hospitals having 5G/B5G 

infrastructure. 
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