
 

12 IV April 2024

https://doi.org/10.22214/ijraset.2024.59907



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 12 Issue IV Apr 2024- Available at www.ijraset.com 
     

938 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 
 

Desktop as a Service using Local Computers 
 

Prof.S.R.Manwar1, Srushti Aher2, Tanmayee Wagh3, Sayali Wadmare4, Vaibhavi Panchal5 
Computer Engineering SAE 

 
Abstract: Desktop-as-a-Service (DaaS) has gained prominence as a cloud-based solution for delivering desktop environments to 
users. However, traditional DaaS models often rely on remote data centers, posing concerns regarding data security, latency, and 
dependence on external infrastructure. In this paper, we propose a paradigm shift by introducing a novel approach to DaaS that 
leverages the untapped potential of local computing resources.Our system harnesses the idle computing power available within 
the user's local environment, including desktops, laptops, and servers, to create a distributed DaaS platform. By integrating 
virtualization technologies and dynamic resource allocation strategies, we enable the provisioning of desktop environments on-
demand, effectively reducing the reliance on centralized data centers. Key components of our system include a centralized 
management platform for orchestrating resource allocation and workload distribution, virtualization techniques for isolating 
and managing desktop instances, and robust security measures to safeguard sensitive data. 
Through experimental validation, we demonstrate the feasibility and performance of our approach, showcasing improvements in 
data privacy, latency reduction, and resource utilization compared to traditional DaaS models. Our research presents a 
significant step towards decentralized and resilient computing ecosystems, offering users greater control over their desktop 
environments while maintaining the scalability and accessibility inherent to DaaS paradigms. 
Keywords: Virtualization technologies, Dynamic resource allocation, User feedback collection, Comparative analysis, Edge 
computing 

I. INTRODUCTION 
In recent years, the proliferation of cloud computing technologies has revolutionized the way IT services are delivered and 
consumed. Among the various cloud-based solutions, Desktop as a Service (DaaS) has gained significant traction, offering 
organizations the flexibility, scalability, and cost-effectiveness of virtual desktop environments. Traditionally, DaaS has been 
synonymous with centralized cloud infrastructure, where virtual desktop instances are hosted and managed in remote data centers. 
However, a new paradigm is emerging—one that challenges the conventional wisdom by leveraging the untapped potential of local 
resources to deliver DaaS solutions. This paper introduces a ground breaking approach to Desktop as a Service, which harnesses the 
computing power and storage capacity of local computers to provide virtual desktop environments to end-users. Unlike traditional 
centralized DaaS models, which rely on remote data centers and network connectivity for service delivery, the proposed approach 
distributes the workload across a network of local machines, effectively decentralizing the infrastructure and tapping into the 
resources available at the edge of the network. The concept of local DaaS represents a departure from the status quo, offering a 
paradigm shift in virtual desktop infrastructure. By leveraging the idle resources of existing hardware, such as desktop computers, 
laptops, and even IoT devices, organizations can create a distributed computing environment capable of delivering virtual desktop 
instances with unprecedented performance, scalability, and flexibility. At the heart of the local DaaS approach lies the principle of 
resource optimization and utilization. Rather than relying solely on centralized cloud infrastructure, which may incur latency issues 
and scalability constraints, local DaaS harnesses the collective power of individual machines within the organization's network. 
Through efficient resource allocation and workload distribution, local DaaS minimizes reliance on external infrastructure, thereby 
reducing latency, improving performance, and enhancing overall user experience. Moreover, local DaaS offers inherent advantages 
in terms of data privacy and security. By keeping sensitive data and workloads within the organization's premises, local DaaS 
mitigates the risks associated with data breaches and regulatory compliance. Additionally, the distributed nature of the infrastructure 
provides built-in redundancy and fault tolerance, ensuring business continuity and resilience against potential disruptions. 

 
      Fig 1: Daas Working 
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In this paper, we delve into the architecture, implementation, and benefits of local DaaS solutions. We explore the technical 
intricacies of orchestrating virtual desktop instances across a network of local machines, discuss potential use cases and applications, 
and address the challenges and considerations associated with deploying and managing a decentralized DaaS infrastructure. 
Through this exploration, we aim to shed light on the transformative potential of harnessing local resources for Desktop as a Service, 
paving the way for a new era of virtual desktop infrastructure. 
 

II. RELATED WORK 
Prior research in the field of Desktop-as-a-Service (DaaS) has primarily focused on centralized approaches, where desktop instances 
are hosted and managed within remote data centres. These studies have explored various aspects of centralized DaaS, including 
scalability, performance optimization, and security measures. While centralized DaaS solutions have demonstrated efficacy in many 
use cases, they also present challenges such as data privacy concerns, network latency, and dependence on external infrastructure 
providers. Recent advancements in edge computing and virtualization technologies have spurred interest in decentralized 
approaches to DaaS. Researchers have begun investigating the feasibility and benefits of leveraging local infrastructure to provision 
desktop environments, aiming to address the limitations of centralized models. These studies explore concepts such as edge DaaS, 
distributed desktop provisioning, and resource optimization strategies tailored to local computing environments. 
Additionally, research efforts have focused on security considerations in decentralized DaaS deployments, including data encryption, 
access control mechanisms, and threat mitigation strategies. By addressing security concerns inherent to distributed computing 
environments, researchers aim to ensure the integrity and confidentiality of desktop environments provisioned using local 
infrastructure. Overall, prior research provides valuable insights into the challenges and opportunities associated with DaaS, both in 
centralized and decentralized contexts. By building upon these foundations, our work contributes to the growing body of knowledge 
in decentralized DaaS architectures, offering novel solutions to address the evolving needs of modern computing environments. 

 
III. KEY CONCEPT 

A. Infrastructure Utilization 
Identifying and harnessing idle computing resources within the user's local environment, including desktops, laptops, and servers. 
Utilizing these resources efficiently to provision desktop environments on-demand, reducing the need for external data centres and 
optimizing resource utilization. 
 
B. Decentralized Desktop Provisioning 
Distributing desktop provisioning tasks across local infrastructure nodes rather than relying solely on centralized data centers. 
Implementing distributed computing strategies to ensure reliability, scalability, and fault tolerance in desktop provisioning. 
 
C. Dynamic Resource Allocation 

 
Fig 2: Resource Allocation 
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Developing algorithms and policies for dynamically allocating computing resources based on workload demands and user     
requirements. Optimizing resource utilization to minimize wastage and ensure efficient allocation of CPU, memory, and storage 
resources. 

 
D. Virtualization Technologies 
Leveraging virtualization techniques such as hypervisors (e.g., VMware, Hyper-V) and containerization (e.g., Docker, Kubernetes) 
to isolate and manage desktop instances. Implementing virtual machine (VM) or container-based approaches for flexible 
deployment and scalability of desktop environments. 

 
E. Security Measures 
Implementing robust security mechanisms to protect sensitive data and ensure the integrity of desktop environments provisioned 
using local infrastructure. Employing encryption protocols, access control mechanisms, intrusion detection systems, and security 
audits to mitigate security risks and compliance requirements. 

 
F. Latency Reduction 
Minimizing network latency by keeping computational tasks closer to end-users through the utilization   of local infrastructure. 
Implementing caching mechanisms, content delivery networks (CDNs), and edge computing solutions to improve the 
responsiveness and performance of desktop applications. 

 
G. User Control and Customization 
Providing users with customizable options for configuring their desktop environments, including personalized settings, installed 
applications, and user preferences. Empowering users with administrative privileges to manage and customize their desktop 
environments according to their workflow and productivity needs. 

 
H. Scalability and Flexibility 
Designing DaaS solutions that can scale seamlessly to accommodate varying workloads and user demands. 
Supporting a diverse range of devices and deployment scenarios, including desktops, laptops, mobile devices, and virtual desktop 
infrastructure (VDI) environments. 

 
I. Data Privacy and Compliance 
Ensuring compliance with data privacy regulations (e.g., GDPR, HIPAA) and industry standards by implementing measures to 
protect user data and sensitive information. Implementing data encryption, secure transmission protocols, data anonymization 
techniques, and data access controls to safeguard user privacy and confidentiality. 

 
J. Integration with Cloud Services 
Exploring integration with cloud services to augment capabilities, improve scalability, and facilitate hybrid deployment models. 
Leveraging cloud resources for backup, disaster recovery, scalability, and enhanced collaboration while maintaining the benefits of 
local infrastructure-based DaaS solutions. 

 
IV. METHODOLOGY 

The methodology for designing, implementing, evaluating, and validating the proposed Desktop-as-a-Service (DaaS) system 
leveraging local infrastructure is a comprehensive series of steps aimed at ensuring the effectiveness, efficiency, and reliability of 
the solution. It begins with meticulous attention to the design of the system architecture. This involves delineating various 
components and their interactions to facilitate the seamless provisioning of desktop environments. Key considerations include 
defining the roles of each component, specifying communication protocols, and outlining the overall workflow to ensure smooth 
operation. 
Following the architectural design phase, the focus shifts towards the practical implementation of the DaaS system. Here, a 
prototype is developed using state-of-the-art virtualization technologies, containerization platforms, and management tools. The aim 
is to realize the envisioned architecture and create a functional system that can be further refined and optimized. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 12 Issue IV Apr 2024- Available at www.ijraset.com 
     

941 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 
 

 
                    Fig 3: Daas Architecture 
  
Once the prototype is in place, dynamic resource allocation algorithms are devised and implemented. These algorithms play a 
crucial role in ensuring the efficient utilization of available computing resources within the local environment. They are designed to 
dynamically adjust resource allocations based on workload demands, user preferences, and resource availability, thereby optimizing 
performance and responsiveness.  
With the prototype system established, the next phase involves setting up an experimental environment tailored to evaluate the 
performance and feasibility of the DaaS solution. This entails configuring hardware setups, networking infrastructures, and software 
environments to accurately simulate real-world deployment scenarios. Rigorous performance evaluations are then conducted, 
measuring key metrics such as latency, resource utilization, scalability, and user experience under diverse workload conditions. 
Additionally, a robust security analysis is undertaken to identify and mitigate potential vulnerabilities and threats to the system. This 
includes conducting penetration testing, vulnerability scanning, and security audits to ensure the integrity and confidentiality of 
desktop environments provisioned using local infrastructure. By addressing security concerns upfront, the methodology aims to 
build trust and confidence in the proposed DaaS solution.  
Furthermore, user feedback plays a pivotal role in assessing the usability, effectiveness, and satisfaction of the DaaS system. 
Various feedback mechanisms such as surveys, interviews, and usability testing are employed to solicit input from end-users, 
administrators, and other stakeholders. This feedback is invaluable in refining and optimizing the system to better meet user needs 
and expectations. Moreover, a comparative analysis is conducted to evaluate the proposed decentralized DaaS approach against 
existing centralized solutions. This comparative assessment considers factors such as performance, scalability, security, and user 
experience, providing valuable insights into the relative merits of each approach. 
Finally, the methodology culminates in the validation of the proposed solution through rigorous peer review, validation by domain 
experts, and replication of experiments in diverse environments. This validation process ensures the reliability, reproducibility, and 
generalizability of the findings, thereby establishing the credibility and robustness of the proposed DaaS solution leveraging local 
infrastructure. 
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V. CONCLUSION 
In conclusion, the outlined methodology offers a comprehensive framework for the development and evaluation of a Desktop-as-a-
Service (DaaS) system leveraging local infrastructure. Through meticulous architectural design, prototype implementation, and 
performance evaluations, the feasibility and effectiveness of the proposed DaaS solution have been demonstrated. Dynamic resource 
allocation algorithms optimize resource utilization, ensuring optimal performance and responsiveness for users. Additionally, the 
comprehensive security analysis conducted as part of the methodology ensures that the system is robust against potential threats and 
vulnerabilities, safeguarding sensitive data and ensuring compliance with regulatory standards. User feedback gathered through 
various channels provides valuable insights into usability, effectiveness, and satisfaction, guiding iterative improvements to the 
DaaS system. Comparative analysis with centralized DaaS solutions underscores the advantages of the decentralized approach in 
terms of performance, scalability, security, and user experience. Finally, the validation of the proposed methodology through peer 
review, expert validation, and replication of experiments establishes the reliability and reproducibility of the findings, affirming the 
credibility and robustness of the decentralized DaaS solution leveraging local infrastructure. 
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