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Abstract: Cyberbullying is one of the latest threats in the online world, affecting millions of people worldwide. The detection of 

cyberbullying became a challenging task due to the complexity involved. In this paper, we propose a novel approach for 

cyberbullying detection using CR* which concatenates the deep learning model’s features such as Convolutional Neural 

Network (CNN) and Recurrent Neural Network (RNN) which helps in detecting text, audio, and emoji. Initially, we collect a 

dataset of cyberbullying messages from social media platforms. Then we integrate convolutional neural networks and recurrent 

neural networks to build our deep learning model entitled Convolutional Recurrent (CR*) to extract features from a 

combination of the text data, emoji, and audio. The multimodal features were then concatenated and passed through fully 

connected layers for classification. The proposed approach can be useful for detecting cyberbullying on various online platforms 

and can help prevent the spread of cyberbullying. 

Index Terms: CR*, CNN, RNN, speech recognition, cyberbullying, hybrid model, text, audio, emoji 

 

 

I.      INTRODUCTION 

Cyberbullying is a pervasive and serious problem in today's society, particularly in online social media platforms. Cyberbullying 

can have severe emotional and psychological consequences for victims, including depression, anxiety, and even suicide. Therefore, 

the development of effective cyberbullying detection systems is essential to prevent and mitigate the harmful effects of 

cyberbullying. Many researchers have recently developed various machine learning and deep learning models to detect 

cyberbullying. However, earlier systems have limitations and issues such as limited modality support, limited dataset size, lack of 

multimodal fusion, and limited audio and emoji representation. In this paper, we propose a solution for the detection of 

cyberbullying using text, audio, and emoji data. Our proposed system utilizes CNN and RNN model features to build our hybrid 

deep-learning model CR*. 

This paper aims to discuss the limitations and issues of earlier cyberbullying detection systems, present our proposed system, and 

evaluate its performance using different metrics such as accuracy rate, precision, recall, and F1 score. The results of our proposed 

system will contribute to developing more effective and comprehensive cyberbullying detection systems. 

 

II.      LITERATURE SURVEY 

Lee Jia Thun, Phoey Lee Teh, and Chi-Bin Cheng researched using machine learning to identify language that contains 

cyberbullying. The suggested method is trained to utilize features like variation in text seen in social media context and social 

network environment interactions. The machine may also determine through users' gender or whether they have used hate speech. To 

close the gaps and overcome the restrictions of current apps, this study suggests a mechanism that combines the best cyberbullying 

detection features. According to the study's findings, the suggested mobile application is more accurate than other ones at spotting 

cyberbullies. 

Belal Abdullah Hezam Murshed., Jemal Abaway., et al., have proposed a hybrid deep learning model, called DEA-RNN, to detect 

Cyberbullying on Twitter social media networks. The Elman-type Recurrent Neural Networks (RNN) and Dolphin Echolocation 

Algorithm (DEA) are merged into the proposed DEA-RNN approach to enhance the Elman RNN's parameters and minimize 

training time. Using a dataset of 10,000 tweets, they thoroughly evaluated DEA-RNN and compared its performance with that of 

cutting-edge algorithms like Bi-directional long short-term memory (Bi-LSTM), RNN, SVM, Multinomial Naive Bayes (MNB), and 

Random Forests (RF). According to the experimental findings, DEA-RNN was preferred in every situation.  

It performed much better than the evaluated existing methods while detecting CB on the Twitter network. In scenario 3, DEA-RNN 

was more effective and achieved an average of 90.45% accuracy, 89.52% precision, 88.98% recall, 89.25% F1-score, and 90.94% 

specificity. 
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Mithushi Raj., Kanishka Solanki., et al., have proposed a cyberbullying detection system to detect cyberbullying in text format. In 

this study, we put forth a deep learning system that will analyze Twitter tweets sent in real time and find any instances of 

cyberbullying.  

Recent research has demonstrated that deep neural network-based methods are superior to traditional ones for identifying texts that 

contain cyberbullying. Furthermore, our software can detect cyberbullying posts written in English, Hindi, and Hinglish 

(Multilingual data). 

Xiao-Zhi Gao, Tapan Kumar Das, et al. have proposed Deep Convolutional Neural Network(DCNN)-based automated approach to 

identify cyberbullying.  

In addition to employing Convolutional neural network, the proposed DCNN model uses the Twitter text and GloVe embedding 

vector to extract the semantics from the messages. It outperformed the current models and attained the best precision, recall, and 

F1-score values of 0.93, 0.88, and 0.92. 

 

III.      LIMITATIONS IN THE EXISTING 

A. System 

1) Limited Modality Support: Some earlier systems only supported text-based cyberbullying detection, which means they were not 

able to detect cyberbullying in audio or emoji data. 

2) Limited Dataset Size: Many earlier systems were trained on small datasets, which limited their ability to generalize to new data 

and detect rare cyberbullying events. 

3) Lack of Multimodal Fusion: Some earlier systems did not incorporate multimodal fusion techniques, which means they did not 

fully leverage the complementary nature of text, audio, and emoji data. 

4) Limited Audio Data Availability: Cyberbullying can occur in audio formats, such as in voice messages or calls. However, 

cyberbullying detection for audio formats can be challenging, which limits the effectiveness of models that rely on audio data. 

5) Limited Emoji Representation: Emojis are a popular form of communication on social media, and can be used to convey 

emotions or attitudes in text messages. However, some earlier systems did not fully consider the meaning and context of 

emojis, which led to incorrect or biased classifications. Additionally, some languages have different interpretations of certain 

emojis, which further complicates the detection of cyberbullying in emoji data. 

 

IV.      PROPOSED WORK 

Our proposed system for cyberbullying detection with text, audio, and emoji utilizes CNN and RNN model features to build our 

deep learning model CR* that leverages multimodal fusion techniques to improve detection accuracy. 

 

A. Input 

The first step will be collecting a dataset of cyberbullying messages from various social media platforms which are labelled as 

cyberbullying or non-cyberbullying. 

 

B. Process 

Initial step would be preprocessing, which involves cleaning data, and removing punctuations, stop words, single characters, and 

multiple spaces. If the input is in the form of audio, first it gets converted to text format. The input text is then converted into a 

sequence of integers using a tokenizer.  

Then, an embedding layer is used to convert each integer into a dense vector of fixed size. Next, a convolutional layer is applied to 

capture local patterns in the text.  

A pooling layer follows this to reduce the dimensionality of the output. Then, a recurrent layer is used to capture the global context of 

the text. Finally, the concatenated features are passed through fully connected layers for classification. The output is a binary 

classification, indicating whether the message contains cyberbullying content or not. 

 

C. Output 

The hybrid model detects and classifies them as cyberbullying and not cyberbullying. The performance of the model will be 

evaluated using standard metrics such as accuracy rate, precision, recall, and F1 score. Cross-validation also has been done to ensure 

that the model generalizes well to new data. 
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V.      DESIGN DIAGRAM OF THE PROPOSED SYSTEM 

Fig 1: Design diagram of the proposed system 

 

Fig 2:Training and validation accuracy  Fig 3:Training and validation loss 

 

 
Fig 4:Testing accuracy and loss                                  Fig 5:Precision-recall curve 
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Fig 6: Comparing the accuracy of CNN, RNN and CR* with accuracy percentage in the x-axis and epochs in the y-axis 

 

VI.      RESULT ANALYSIS 

A. Validating Text Input 

Fig 7:Validating text form of cyberbullying 

 

B. Validating Audio (uploading recorded audio) 

Fig 8:Validating audio form of cyberbullying through recorded audio 
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C. Validating Audio (using the microphone to detect audio) 

Fig 9:Validating audio form of cyberbullying through microphone 

 

D. Validating Emoji: 

Fig 10:Validating emoji form of cyberbullying 

 

E. Overall Accuracy of the Proposed hybrid model(CR*) 

Fig 11:Accuracy of the proposed hybrid model 
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VII.      CONCLUSION 

In conclusion, cyberbullying is a serious issue that affects many individuals on social media platforms, and the detection of 

cyberbullying is essential to prevent its harmful effects. In this paper, we presented a proposed solution for cyberbullying detection 

with text, audio, and emoji data using a CR* model. We discussed the limitations and issues of earlier systems, including limited 

modality support, limited dataset size, lack of multimodal fusion, and limited audio and emoji representation. Our proposed system 

overcomes these limitations and provides a more comprehensive and achieved average of 92.15% accuracy, 81.7% Precision, 

93.8% Recall and 

87.3% F1-score. 

Future work can explore increasing the size and diversity of the dataset to improve the model's ability to detect rare, complex, and 

multilingual cyberbullying events. Overall, we believe our proposed system can make a valuable contribution to the field of 

cyberbullying detection and help promote a safer and more inclusive social media environment. 
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