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Abstract: Social media platforms like Facebook, Whatsapp, Twitter, and Telegram are important sources of information 

diffusion in the modern period, and people believe it with- out questioning its authenticity or source. Social media has 

fascinated people worldwide in spreading fake news due to its easy availability, cost-effectiveness, and ease of information 

sharing. The website – pmssgovt online claims that the scheme is applicable to all Indian students studying from class 9 to 

graduation degree. The website was fake and was charging Rs 450 as the registration fee for students to participate in the said 

scheme. Fake news can be generated to mislead the community for personal or commercial gains. It can also be used for 

other personal benefits such as defaming eminent personalities, amendment of government policies, etc. Thus, to mitigate the 

awful consequences of fake news, several research types have been conducted for its detection with high accuracy to prevent its 

fatal outcome. This article proposes a framework for detecting fake news based on feature extraction and feature selection 

algorithms and a set of voting classifiers. The proposed system distinguishes fake news from real news. First, we preprocessed the 

data taking unnecessary characters and numbers and reducing the words in the dictionary (lemmatization). Second, we 

extracted some important features by using two types of feature extraction, the term frequency-inverse document frequency 

technique and bag of words. Third, the extracted characteristics were reduced with the help of the different machine learning 

algorithm and the analysis of the variance algorithm. At last, challenges and open issues along with future research directions 

are discussed to facilitate the research in this domain further. 

Index Terms: Naive Bayes, SVM, Logistic Regression 

 

I. INTRODUCTION 

Fake news is a manipulated information that resembles news media content in nature but not in management structure or intent . It is 

continuously exploded via social media, news- papers, online blogs, forums, and magazines, making it hard to identify reliable 

news sources. The continuous explosion of fake news increases the need for efficient analytical tools capable of providing insight 

into the reliability of online content. Regular social media users are significantly impacted by the fake character of news, 

either negatively or positively. To prevent having a negative impact on the readers, it must be found as soon as feasible. 

Consequently, the methods and algorithms The paper was reviewed and given the go-ahead for publishing by the associate editor. 

The subject of significant research is how to accurately detect fake news.  

Fake news sources disregard the mainstream media’s editorial policies and standards, which are intended to assure the accuracy and 

reliability of the material they publish. Fake news primarily draws the attention of the people who are more interested in political 

talks and stock values and may affect their mental health, which leads to stress, anxiety, and depression-like issues.  

To mitigate the dissemination of fake news, one should focus on the original stories published by the authorized publishers  rather 

than individual articles.  It becomes an ideal place for all to create, manipulate, and disseminate fake news. Facebook reported that 

the malicious actor manipulations accounted for less than one-tenth of 1 percent of public content posted on the site . 

Social context-supported techniques leverage other people’s social interactions as a secondary assemblage to access and gather 

information about imitation behaviour. Stance-based techniques assess the validity of original news items using users’ perspectives 

from pertinent blog content. Any news is verified by the credibility ratings of pertinent social media posts. A recent area of study is 

social media’s imitation of news discovery. The four scenes that make up the research directions are data-oriented, feature-oriented, 

model-oriented, and application-oriented. In 2008, the false rumours on Steve Jobs’ health (suffering from a heart attack) reported as 

authentic had great fluctuations in the stock exchange of Apple Inc. . For instance, research shows that about 19 million bot accounts 

tweeted in support of either Trump or Clinton during the 2016 US presidential elec- tion which perfectly demonstrates how social 

media greatly contributes to the creation and dissemination of fake news. Fake news is purposefully designed to deceive consumers 

by playing with the facts and figures.  Emulating the fake news as a genuine need to misrepresent reality with various rhetorical 

forms . There is a possibility that the real news may be cited by fake news in the wrong context to support it . It is quite difficult to 

detect fake news due to the above factors. Spreading false news is roughly as dangerous as spreading the virus. People are 

currently encountering fake coronavirus news daily.  
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This fake information triggers fear and panic among people. Therefore, there is a need for ways to factcheck news. 

Fake information can be spread in the form of text, video, pictures, and audio via social media networks such as Face- book and 

Twitter. The fake news problem has existed for a long time. People used to believe such news even if it was false. Therefore, 

detecting fake news can be difficult, especially with no supervising body on the internet. The growth of concern regarding the 

detection of unreliable news is recent. It is difficult for a human to manually detect news, even with the existence of all topics 

shown on social media. Therefore, there is a need for an efficient way to help us distinguish false information from true ones posted 

on social media. One of the efficient ways is to classify the news using machine learning (ML) algorithms. 

 

II. RELATED WORK 

The spread of misleading information on social media leads researchers to do their best to solve this problem. We present some of 

the previous work in this direction. Ahmed et al. 

[3] proposed using of n-gram model to differentiate between fake and real news. They proposed to generate several sets of n-

gram from training data to differentiate between false and true news. They used various features of the n-gram baseline 

established on words. They preprocessed the dataset by stemming and removing the stop words. They use TF- IDF for text 

feature extraction. They use six ML algorithms: SGD, k-nearest neighbor (KNN), support vector machines (SVM), LSVM, and 

decision trees (DT) on three online datasets. They achieved an accuracy (ACC) of 87.0 percnet in differentiating fake from real 

news using n-gram features and LSVM algorithm. However, trying other algorithms can achieve better performance, such as PA. 

Yang et al. [10] proposed a framework for detecting real news and users’ credibility using unsupervised learning and probabilistic 

graphical. Their system achieved an ACC of 75.9 percent. However, incorporating features of news content and user profiles can 

improve the performance of their unsuper- vised’ model. Shu et al. [11] made the fake news tracker system for fake news problems. 

First, they collect news and social context automatically to build their dataset. Then, they extract features from the dataset and use 

ML algorithms to differentiate between false and real news. The experimental results showed that their system achieved an ACC of 

74.2 percent. However, using other available features in the dataset like favorites and re-tweets could enhance the performance. 

Ko et al. [15] proposed a cognitive system using backtrack- ing to detect fake news. Their results were an 85.0 percent detection 

rate. However, they did not clear how to detect fake news and subjective posts. Atodiresei et al. [16] proposed a system for 

identifying fake users and news on Twitter. Their system will receive a link to a tweet from a user and then compute the tweet 

credibility, also some statistics such as emotions. However, they didn’t clear what are the measure metrics they used to evaluate 

their work. 

Madani et al. [17] focused on fake news that tweeted during the CORONA virus. They proposed a classification approach based 

on natural language processing, ML, and deep learning. They used an RF algorithm and achieved 79.0 percent of ACC. However, as 

compared to other systems, the ACC they achieved is low. Nasir et al. [18] proposed a novel hybrid DL system that gathers 

convolutional and recurrent neural networks. They used two data sets ISOT and FA-KES. They achieved 99.0 percent of ACC for 

the ISOT dataset. In comparison to other systems, their system has a good ACC. 

 

III. METHODOLOGY 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. System Architecture 

 

As u see above, the figure tells us about the architecture of the system the system takes a news as a textual input , then 

preprocess the data and classifies using ML algorithms to figure out the result as fake or real. 
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A. System consists of the following classifications: 

1) Bag-of-Words: Bag of words is a Natural Language Pro- cessing technique of text modelling. In technical terms, we can say that 

it is a method of feature extraction with text data. This approach is a simple and flexible way of extracting features from 

documents. A bag of words is a representation of text that describes the occurrence of words within a document. We just keep 

track of word counts and disregard the grammatical details and the word order. It is called a “bag” of words because any 

information about the order or structure of words in the document is discarded. The model is only concerned with whether 

known words occur in the document, not where in the document. 

 
Fig. 2. Data Pre-processing 

 

2) Feature Engineering: Feature engineering is the pre- processing step of machine learning, which is used to trans- form raw data 

into features that can be used for creating a pre- dictive model using Machine learning or statistical Modelling. Feature 

engineering in machine learning aims to improve the performance of models. It helps to represent an underlying problem to 

predictive models in a better way, which as a result, improve the accuracy of the model for unseen data. The predictive 

model contains predictor variables and an outcome variable, and while the feature engineering process selects the most useful 

predictor variables for the model. 

3) SVM: Support Vector Machine or SVM is one of the most popular Supervised Learning algorithms, which is used for 

Classification as well as Regression problems. However, pri- marily, it is used for Classification problems in Machine 

Learning.The goal of the SVM algorithm is to create the best line or decision boundary that can segregate n-dimensional space 

into classes so that we can easily put the new data point in the correct category in the future. This best decision boundary 

is called a hyperplane. SVM chooses the extreme points/vectors that help in creating the hyperplane. These extreme cases are 

called as support vectors, and hence algorithm is termed as Support Vector Machine. Consider the below diagram in which 

there are two different categories that are classified using a decision boundary or hyperplane. 

Fig. 3. SVM 

 

 

4) Logistic Regression: Logistic regression is one of the most popular Machine Learning algorithms, which comes under the 

Supervised Learning technique. It is used for predicting the categorical dependent variable using a given set of independent 

variables. Logistic regression predicts the output of a categorical dependent variable. Therefore the outcome must be a 

categorical or discrete value. It can be either Yes or No, 0 or 1, true or False, etc. but instead of giving the exact value as 0 and 

1, it gives the probabilistic values which lie between 0 and 1. In Logistic regression, instead of fitting a regression line, we 

fit an ”S” shaped logistic function, which predicts two maximum values (0 or 1). Logistic Regression is a significant machine 

learning algorithm because it has the ability to provide probabilities and classify new data using continuous and discrete 

datasets. The below image is showing the logistic function: 
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Fig. 4. Logistic Regression 

 

5) Naive Bayes: Naive Bayes algorithm is a supervised learning algorithm, which is based on Bayes theorem and used for 

solving classification problems. It is mainly used in text classification that includes a high-dimensional training dataset. Naive 

Bayes Classifier is one of the simple and most effective Classification algorithms which helps in building the fast machine 

learning models that can make quick predictions. It is a probabilistic classifier, which means it predicts on the basis of the 

probability of an object. Some popular examples of Naive Bayes Algorithm are spam filtration, Sentimental analysis, and 

classifying articles.Bayes’ theorem is also known as Bayes’ Rule or Bayes’ law, which is used to determine the probability of a 

hypothesis with prior knowledge. It depends on the conditional probability. 

Fig. 5. 

fig: mylabel 
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