
 

10 XII December 2022

https://doi.org/10.22214/ijraset.2022.48121



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 10 Issue XII Dec 2022- Available at www.ijraset.com 
     

 1099 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 
 

Diagnosis of Diabetic Retinopathy 
 

Pawan Sharnagate1, Pooja Nimje2, Mukul Bisen3, Kankeshwari Baywar4, Ashish Raj5, Prof. Ms. Minakshee 
Chandankhede6 

International Journal for Research in Applied Science and EngineeringTechnology 
 
Abstract: A diabetes-related eye condition called diabetic retinopathy (DR) can cause blindness or blurred vision. The risk of 
vision loss can be significantly reduced with early DR diagnosis and treatment. Due to the heterogeneity of retinal alterations 
between disease stages and the significant proportion of misdiagnosed and untreated DR cases, such diagnosis is a time-
consuming and challenging endeavour. A transfer learning method is used to speed up the process while several preprocessing 
algorithms are used to increase accuracy. The fundus image collection from the online Kaggle datasets was used in our 
experiment. 
 

I. INTRODUCTION 
A. Overview 
Diabetic retinopathy (DR) is recognized as one of the world's leading blinding diseases, especially in the elderly. 
In this work, we present an intelligent system for DR classification based on deep learning (DL) tools, specifically convolutional 
neural networks (CNNs). 
The proposed system helps ophthalmologists make preliminary decisions and enables DR classification considering normal eye, 
mild DR, moderate DR, severe DR and proliferative DR . 
Images based on VGG-16 and ResNet50 models are 70% and 25%, respectively. 
However, the diagnosis of DR is a tedious and complicated task due to the variability of retinal changes in disease stage and the 
large number of undiagnosed and untreated DR cases. 
 
1) Stage 1: Mild nonproliferative diabetic retinopathy (0,1) 
This is the earliest stage of diabetic retinopathy, characterized by tiny areas of swelling in the blood vessels of the retina. These 
areas of swelling are known as micro aneurysms. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2) Stage 2: Moderate nonproliferative diabetic retinopathy (0,1,2) 
Increased swelling of tiny blood vessels starts to interfere with blood flow to the retina, 
 
3) Stage 3: Severe nonproliferative diabetic retinopathy (0,1,2,3) 
A larger section of blood vessels in the retina become blocked, causing a significant decrease in blood flow to this area.  
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4) Stage 4: Proliferative diabetic retinopathy (0,1,2,3,4) 
This is an advanced stage of the disease, in which new blood vessels form in the retina. Since these blood vessels are often fragile, 
there’s a higher risk of fluid leakage. This triggers different vision problems such as blurriness, reduced field of vision, and even 
blindness.  

 
Fig. The DR stages: (a) normal retinal (b) Mild DR, (c) Moderate DR, (d) Severe DR, (e) Proliferative DR,(f) Macular edema  

 
II. METHODOLOGY 

Based on our dataset, each Deep Learning, CNN (Convolutional Neural Network) and ResNet (ResNet-34) were trained and tested 
with many refinements for each model. Resnet34 is a 34-layer convolutional neural network that can be used as a state-of-the-art 
image classification model. This is a model pre-trained on the ImageNet dataset, a dataset containing over 100,000 images in 200 
different classes. The traditional ResNet-34 model contains 63.5 million parameters, with Rectification Nonlinearity Activation 
(ReLU) and Batch Normalization (BN) applied behind every convolutional layer. 
 
A. ResNet-34 
Resnet34 is a 34 layer convolutional neural network that can be utilized as a state-of-the-art image classification model. However, it 
is different from traditional neural networks in the sense that it takes residuals from each layer and uses them in the subsequent 
connected layers . This is because when the network is too deep, the gradients from where the loss function is calculated easily 
shrink to zero after several applications of the chain rule. ResNet-34/DR is composed of five Convolutional groups in each group, 
where one or more Conv layer output passes through the BN layer and ReLU As a sequence (Conv→ BN→ ReLU) .This result on 
the weights never updating its values and therefore, no learning is being performed. 
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III. IMPLEMENTATION 
A. Image Filtering  
Images are created using different camera resolutions, different sizes, and a variety of effects. They are unprocessed data. To reduce 
noise and improve the accuracy of our model, these data were incorporated into the image processing process. Ben Graham's 
method served as a model for this treatment and was modified. Although it employs different kernels to produce Gaussian 
fragments, it is comparable to medianfiltering. To eliminate noise from such photos, this is done. The final stage involves cropping 
the image's outer 10% of its perimeter on both sides, which removes all of its important information..  
 
B. Data Augmentation   
More data during deep learning model training can result in more intelligent models. Data augmentation enhances the 
generalizability of the model and lessens the impacts of overfitting. The best data augmentation technique depends a lot on the 
nature of the issue, though. In this study, we present a data augmentation and image enhancement technique for the classification of 
pigmented macular anomalies in non-mydriatic fundus pictures. With the aid of several processing techniques or a combination of 
multiple different processing techniques, such as random rotation, resizing, mirroring, cropping, and flipping, a fake training image 
is created. 
 

IV. TRAINING 
The validation set examines the development in model performance over time and chooses the optimal parameter after splitting the 
dataset into training and validation sets in the training phase. If the training accuracy does not improve after ten consecutive cycles 
or the validation set performs worse, an early stopping method was utilised to end training. If training is terminated early and the 
validation error is not recovered, optimal weights are retained. 
 

V. RESULTS 
 

 
 
 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 10 Issue XII Dec 2022- Available at www.ijraset.com 
     

 1102 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 
 

VI. CONCLUSION 
ResNet 34 Convolution Neural Networks has been shown that have high potential and accurate results to be training for detection of 
the features of DR in the APTOS images and to the automated retinal images analysis. This project successfully detects diabetics by 
using deep learning with 85% accuracy and save time and cost at a same time. Improvements in diabetes and diabetic retinopathy 
treatments have resulted from better understanding of pathophysiology and clinical trials that show the benefits of aggressive 
approaches .Improvements will build on these successes to further reduce the risk of vision loss and will lead to early diagnosis and 
less invasive treatments. When prediction of diseases is automated, time will be minimized so that people can take preventive 
measures beforehand. In the future the parameters of the algorithms can be finely tuned to get better results and the accuracy of the 
model can be improved using other efficient optimization techniques.The project can be enhanced with the user interface 
implementation for making it available in real time for the users. This would ease the burden of the doctors. 
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