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Abstract: Diamonds are one of the most powerful, precious and treasured naturally occurring materials that form from pre-

historic carbon. Nevertheless, as opposed to gold and silver, diamond pricing is very complicated as there are many features to 

consider when determining the price. The aim of this paper remains to put forth a more optimal solution for the purpose of 

diamond price projection. This involves training a distinct machine learning model on the available diamond dataset to predict 

diamond prices established by considering several attributes using algorithms such as linear regression, decision trees, and K-

nearest neighbours. In addition, a correlative survey of different machine learning regression models is executed for the purpose 

of diamond price prediction.  
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I.      INTRODUCTION  

Diamonds prevail to be one of the sparsely scattered elements and most sought after naturally occurring minerals, pertaining from 

carbon. It remains to be the hardest material currently in existence. It flaunts a high thermal conductivity and excellent chemical 

resistance. They can also be considered as gemstones. It is one of the more expensive gemstones than any other gemstone 

combined. Diamonds have exceptional optical properties which makes them increasingly useful for multispectral optical 

applications. Moreover, diamonds robustness, habits, fashion, and paramount marketing from diamond jewellers. A combination of 

all other gems. Diamonds are growing in popularity due to their optical properties. Diamonds exhibit a luster of a certain refractive 

index which gives them a term known as 'adamantine'.  This luster property reflects an excess percentage of the light that hits the 

diamond's plane. This is the property that gives the rough diamond its “brilliance”. Diamonds are very hard materials in nature due 

to which they are majorly used for their abrasiveness. This provides numerous industrial uses for them. Tools like saw blades, 

grinding wheels and drills are ingrained with tiny diamond stones. The main motivation for this paper is to initiate a supervised 

machine learning technique for predicting diamond prices (expressed in US dollars ($)). Determine exact results using Kaggle's 

diamond dataset and supervised machine learning techniques. We also compare linear regression, decision tree, and KNN results to 

determine which is better suited for the task.  

II.      LITERATURE REVIEW 

Many studies have attempted to predict diamond prices using various techniques. For example, José [2] employed data mining 

techniques such as M5P, linear regression, and neural networks, with the M5P model showing a high level of accuracy. Singfat [3] 

used multiple linear regression (MLR) for examining the relationships between diamond prices and the 4Cs (carat weight,  cut, 

colour, and clarity). MLR is a common and appropriate data mining model for diamond datasets. While several machine learning 

algorithms have been used to predict diamond and gold prices, the challenge resides in selecting the ideal model using   

pre-processing and correlation approaches [4]. Typically, diamond prices are expressed in US dollars, but the relationship between 

price and carat weight is not always linear. This is because heavier diamonds are generally more expensive than lighter ones, and 

the trend of a high correlation between carat weight and price seems to be fading [5]. A scatter plot visualization of the Kaggle 

diamond dataset can help better understand this relationship and the volatility of diamond prices for heavier stones.  

 

III.      METHODOLOGY/EXPERIMENTAL 

The Methodology section of this project is divided into three subparts, Sections A, B, and C. In Section A, the tool used for data 

analysis is discussed. Section B covers data acquisition, and in Section C, the statistical evaluations that can be made are described 

[5]. The dataset is analysed using supervised learning techniques, which provides a formidable mechanism for processing and 

classifying data using machine learning algorithms. The aim of supervised learning is that previously labelled data is used for the 

learning algorithm; which can then be made use of as a base to predict the classification of some more unlabelled data using 

machine learning algorithms [7].  



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 

                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue V May 2023- Available at www.ijraset.com 

     

 
4868 © IJRASET: All Rights are Reserved |  SJ Impact Factor 7.538 |  ISRA Journal Impact Factor 7.894 |  

 

Linear regression is used to ascertain the scope of the linear relationship between dependent and independent variables. Decision 

trees in this case are made use of to identify the approach most likely to achieve our target goal. K-NN is a non-parametric, 

supervised learning classifier that uses proximity to make predictions about the grouping of individual data points.  

The Flask framework is used for GUI development. Flask is a lightweight Python web framework that provides useful tools and 

features for creating web applications in the Python language. It is an accessible framework for new developers and allows for the 

quick creation of web applications using a single Python file.  

 

A. Tools Used  

Python 3 is used for analysing the dataset. It is an open-source, high-level programming language that is highly useful for object-

oriented programming. Python is majorly used to research and by scientific factions due to its easy-to-use and understandable 

language syntax. HTML is used to create the website structure.  

 

B. Data Acquisition  

Kaggle is an online platform that brings together data scientists and machine learning enthusiasts from around the world. It offers a 

collaborative environment where participants can access datasets, tools, and resources to solve real-world problems through data-

driven competitions. With a focus on innovation and community engagement, Kaggle encourages ethical practices, original work, 

and knowledge sharing. By fostering collaboration and providing a platform for learning, Kaggle has become a hub for data science 

enthusiasts to showcase their skills, develop models, and contribute to the broader field of artificial intelligence. The diamond 

dataset from Kaggle provides the necessary features for the Diamond Dataset analysis.  

 
(Diamond cut parameters) Fig. 1  

 

 
(Diamond Clarity chart) Fig. 2  

 

 
(Diamond Colour chart) Fig. 3  

 

C. Evaluating the Statistics  

The first step in evaluating the statistics is to split the dataset into a training set (70%) and a test set (30%). The test set allows the 

model to make predictions on values that it has never seen before. However, taking random samples from the dataset can introduce 

significant sampling bias.  
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Therefore, to avoid this bias, the data will be divided into different homogeneous subgroups called strata. This is known as stratified 

sampling. Since carat is the most important parameter to predict the price of diamonds, we will use it for stratified sampling.  

To manage large errors in this large dataset, we will use root mean square error (RMSE) instead of mean absolute error.  RMSE is 

most useful for particularly undesirable large errors [14]. We will first find the mean squared error (MSE) to check the performance. 

The function will plot a graph to show how well our algorithm has predicted the data. The results obtained from each evaluation will 

be averaged together to compute a final score. After finding the final score, the final model will be fit on the entire dataset to begin 

the processing [15].  

 

IV.      RESULTS AND DISCUSSIONS 

After conducting various experiments and analysing the results, it can be concluded that the supervised learning methods like linear 

regression, decision tree, and KNN can effectively be used to  evaluate diamond prices. The Decision Tree Regressor algorithm 

showed the best performance, with an accuracy of around 87.49% to 88%. In future work, it would be useful to incorporate 

unsupervised models to further enhance the accuracy and robustness of diamond price predictions using the dataset.  

. 

 Fig. 4 Accuracies of Models  

 

.  

Fig. 5  

 

  
Fig. 6 Confusion Matrix 
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.  

Fig. 7 Clarity 

 

  
Fig. 8 Clarity 

 

 . .  

Fig. 9 Color  

 

V.      CONCLUSION 

Diamond price prediction using machine learning algorithms is a complex task that involves analysing various factors that affect the 

value of diamonds, such as carat weight, colour, clarity, cut, and other market trends. Machine learning algorithms are a promising 

approach to predict diamond prices as they can identify patterns and relationships between the various factors that affect the value of 

diamonds.  

The prediction of diamond prices using machine learning algorithms can be achieved through supervised learning techniques such 

as regression, decision trees, and neural networks.  These algorithms can use historical data to predict the future prices of diamonds 

with high accuracy, enabling buyers and sellers to make informed decisions.  
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In conclusion, diamond price prediction using machine learning algorithms is an exciting field that has great potential in the 

diamond industry. The ability to predict the value of diamonds accurately can lead to better decision-making, reduced risks, and 

increased profits for buyers and sellers alike.  
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