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Abstract: Despite the availability of advanced technology and easy access to information, many people still rely on traditional 
methods of seeking medical treatment, such as visiting hospitals and consulting doctors for even minor symptoms. However, this 
approach can be time-consuming and inefficient, as patients with minor illnesses can take up valuable resources that could be 
better used to treat more serious cases. As a result, this research proposes a new approach to disease prediction using machine 
learning and symptom-based analysis. The goal is to develop a predictive model that can accurately identify potential diseases 
based on a patient's symptoms. This model utilizes machine learning techniques to analyze and process symptom data, allowing 
for quick and precise disease prediction. The study uses a large dataset of patient symptoms and medical records to train and test 
the model, which demonstrated high accuracy in predicting diseases. The results of this study suggest that the proposed model 
could be a useful tool for early diagnosis and treatment of diseases, with the potential to improve healthcare outcomes. Overall, 
this research represents an important contribution to the field of healthcare informatics, with possible applications in disease 
prevention, treatment, and management.  
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I. INTRODUCTION 
Machine learning has gained significant attention in recent years due to its potential to analyze large volumes of data and provide 
insights that were previously unattainable. The healthcare industry has also recognized the value of machine learning in the 
diagnosis, treatment, and management of various diseases. Machine learning algorithms have the ability to learn from data and 
provide accurate predictions, which can significantly improve healthcare outcomes. In particular, the use of machine learning in 
disease prediction has gained widespread attention in the healthcare industry. This paper aims to discuss the application of machine 
learning algorithms in disease prediction, with a focus on the k-nearest neighbors (KNN) algorithm.  
The KNN algorithm is a type of supervised learning algorithm that is widely used in machine learning for classification and 
regression analysis. The algorithm is based on the principle of similarity, where it searches for the k nearest neighbors to a given 
data point and predicts the class or value based on the most common class or the average value of the k nearest neighbors. In the 
case of disease prediction, the KNN algorithm can be used to predict the disease based on the similarity of symptoms between the 
patient and a dataset of known cases. The algorithm takes into account the patient's symptoms and compares them with the 
symptoms of previously diagnosed patients to determine the most likely disease.  
The KNN algorithm has several advantages in disease prediction, including its simplicity, speed, and accuracy. It does not require 
any assumptions about the underlying distribution of data, and it can handle noisy and incomplete data. Additionally, the KNN 
algorithm is highly interpretable, which makes it easier for physicians to understand the predictions and make informed decisions.   
Disease prediction is a critical aspect of modern healthcare, enabling early diagnosis and prompt treatment that can improve patient 
outcomes and save lives. Traditional approaches to disease prediction rely on the expertise of medical professionals and diagnostic 
tests, which can be time-consuming, expensive, and often limited by the availability of trained specialists. However, recent advances 
in machine learning have opened up new possibilities for accurate and efficient disease prediction using large datasets of patient 
data. By applying machine learning algorithms to patient data, it is possible to identify complex patterns and relationships that may 
not be immediately apparent to human experts. This can lead to more precise and timely diagnosis of diseases, as well as an 
improved understanding of disease risk factors and treatment outcomes. In this context, this paper presents a review of the current 
state-of-the-art in machine learning-based disease prediction, including a discussion of the challenges, opportunities, and future 
directions for research in this field. The paper also presents several case studies that demonstrate the potential of machine learning 
in disease prediction, with a focus on applications in clinical decision-making, personalized medicine, and public health. Overall, 
this paper aims to provide a comprehensive overview of the use of machine learning in disease prediction and to highlight its 
potential for transforming the future of healthcare.  
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II. LITERATURE SURVEY 
Kohli, P.,Arora, H. [1] discusses the use of various classification algorithms to diagnose three different diseases (Heart Disease, 
Breast Cancer, and Diabetes) based on data from the UCI repository. The proposed method had high predictive accuracy, with 
87.1% for Heart Disease Detection using Logistic Regression, 85.71% for Diabetes Predictability using a Vector Support Machine 
(line kernel), and 98.57% for AdaBoost Cancer Screening.  
Grampurohit, S. & Sagarnal, C. [2] analyzes performance metrics for various types of machine learning models used in diagnostic 
tests. Naive Bayes, Decision Trees, and K-Nearest Neighbor are commonly used, but the Support Vector Machine (SVM) is the 
most effective in diagnosing kidney disease and Parkinson's disease, while Logistic Regression (LR) plays a key role in predicting 
heart disease. Random Forest and Convolutional Neural Networks (CNN) are accurate in predicting breast and common diseases, 
respectively.  
Kanchan, B. & Kishore, M. [3] aims to improve the accuracy of machine learning algorithms by identifying the minimum number 
of attributes needed to predict heart disease. The study compares the accuracy of various algorithms using classifier accuracy, time 
to build a model, mean total error, and ROC location. The results show that using PCA to reduce the number of attributes in the 
database improves the performance of SVM, Naive Bayes, and Decision Tree algorithms in predicting both heart disease and 
diabetes.  
Mathew, R., Varghese, S., Joy, S. & Alex, S. [4] proposes developing a chatbot app that uses natural language processing and 
machine learning to interact with users and identify their symptoms, predict diseases, and recommend treatments. This chatbot app 
can be used for daily checkups and can help people become more aware of their health status, encouraging them to take the 
necessary steps to stay healthy.  
Dahiwade, D., Patle, G. & Meshram, E.[19] uses K-Nearest Neighbor (KNN) and Convolutional neural network (CNN) learning 
algorithms to predict common diseases based on patient symptoms, life habits, and diagnostic information. The accuracy of the 
CNN algorithm in predicting common diseases was found to be 84.5%, higher than that of the KNN algorithm.  
Ambekar, S. , Phalnikar,R. , [20] discusses the importance of accurate data analysis to diagnose diseases and provide early patient 
care. The study aimed to predict heart disease using the Naïve Bayes and KNN algorithms and proposed expanding this work to 
predict disease risk using systematic data.  
 

III. RESEARCH FINDINGS 
The use of machine learning in disease prediction and diagnosis. discusses the use of various classification algorithms to diagnose 
Heart Disease, Breast Cancer, and Diabetes based on data from the UCI repository. analyzes the performance metrics for various 
types of machine learning models used in diagnostic tests and concludes that Support Vector Machine (SVM) is the most effective 
in diagnosing kidney disease and Parkinson's disease, while Logistic Regression (LR) plays a key role in predicting heart disease. 
Paper 3 aims to improve the accuracy of machine learning algorithms by identifying the minimum number of attributes needed to 
predict heart disease and compares the accuracy of various algorithms using classifier accuracy, time to build a model, mean total 
error, and ROC location. machine learning to interact with users and identify their symptoms, predict diseases, and recommend 
treatments. Finally, Paper [19] uses K-Nearest Neighbor (KNN) and Convolutional neural network (CNN) learning algorithms to 
predict common diseases based on patient symptoms, life habits, and diagnostic information, while Paper[20] emphasizes the 
importance of accurate data analysis to diagnose diseases and provide early patient care.  



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue III Mar 2023- Available at www.ijraset.com 
     

 
1234 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

 

IV. PROPOSED METHODOLOGY 
Initially we take disease dataset from Kaggle website and that is in the form of disease list with its symptoms. After that 
preprocessing is performed on that dataset for cleaning that is removing comma, punctuations and white places. And that is used as 
training dataset. After that feature extracted and selected. Then we classify that data using multiple classification techniques . Based 
on machine learning we can predict accurate disease.  
In this project seven machine-learning algorithms namely Logistic Regression, Random Forest classification, XGB (Extreme  
Gradient Boosting) classification, KNN (K-nearest Neighbors) classification, Decision Tree classification, Naïve Bayes, and SVC 
(Support Vector Machine)techniques are applied on diseases data set For the implementation of any algorithm or techniques, in 
general, there are some certain steps need to be considered.  
1) Data Collection Phase: It is the first and very important phase from where the exact process begins. We need to collect the 

related data, which suits the requirement.  
2) Data Validation Phase: In this phase, we will check whether the data we have collected will exactly be related to our 

application.  
3) Data Analysis Phase: In this phase, we analyze the collected data by implementing it in various models with various criteria’s. 

4) Data Reporting: It involves the reporting of data, which have been collected from the previous stage. For Data collection we 
are using a publicly available dataset downloaded from Kaggle named sympthoms.csv.  

  
A. About Dataset  
The dataset includes the symptoms of multiple diseases.  The dataset is highly imbalanced. The dataset contains multiple value 
fields. There where columns like Disease,Symptom1, Symptom2, Symptom3 upto Symptom17 and the dataset also cantain multiple 
nun values initially.there where total 4920 rows and 18 columns in dataset.  

  
 
Therefore, had to reframe the dataset into Boolean form by replacing the symptoms name columns name on the bases of the 
occurrence of symptoms on the dataset. after being converted into a numerical value. Then classify symptoms and diseases as per 
there uniqueness of occurrence.  
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B. Implementation Of Algorithms  
Using multiple Algorithms to find the best suited as per our dataset. following are the algorithms we have tried.  
1) Logistic Regression: Logistic regression is a method for predicting the result of a dependent variable that has categories. This 

means that the result must be a discrete or categorical value, such as Yes or No, 0 or 1, or true or false. However, instead of 
providing an exact value of either 0 or 1, logistic regression produces probability values that range from 0 to 1.  

2) Random Forest Algorithm: A random forest consists of multiple decision trees that are built on different subsets of the dataset. 
By taking the average of the predictions from these trees, the random forest aims to improve the accuracy of its predictions. 
Unlike a single decision tree, the random forest uses a voting system to determine the final output, where the prediction with the 
majority of votes from the individual trees is selected.  

3) XGBoost: This AI technique is used in tasks such as classification and regression, among others. It creates a model of 
predictions by combining a set of weaker prediction models, which are often referred to as decision trees.  

4) Decision Tree Classification: In a decision tree, there are two types of nodes: Decision Nodes and Leaf Nodes. Decision Nodes 
are utilized to make decisions and contain multiple branches, while Leaf Nodes represent the output of those decisions and do 
not contain any further branches. A visual way of finding all the feasible solutions to a problem or decision, taking into account 
specific conditions, is known as a graphical representation.  

5) Naïve Bayes Classifier: The Naïve Bayes Classifier is an uncomplicated but highly efficient classification algorithm that can be 
used to create rapid machine learning models capable of swiftly making predictions.  

6) Support Vector Machine: The objective of the SVM algorithm is to establish an optimal line or decision boundary, known as a 
hyperplane, that can effectively separate n-dimensional space into different classes. This enables easy classification of new data 
points in the future, placing them accurately into the correct category.  

7) K-NN: The K-NN algorithm stores all of the available data and classifies a new data point by measuring its similarity to the 
existing data. This allows new data to be easily categorized into an appropriate group using the K-NN algorithm. Although the 
K-NN algorithm can be utilized for both classification and regression, it is primarily applied to classification problems.  

  
 
As from the research work we come to know from all seven algorithms  KNN is the best suited for this dataset as we are getting the 
best K value for the dataset.   
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V. RESULT ANALYSIS 
The study used seven different machine-learning algorithms to detect symptoms in various diseases. The results showed that the 
KNN (K-nearest Neighbors) algorithm had the highest accuracy and the lowest error rate. A graphical representation of these 
findings is shown in Figure. The table presents a comparison of accuracy statistics for Logistic Regression, Random Forest 
classification, XGB (Extreme Gradient Boosting) classification, KNN (K-nearest Neighbors) classification, Decision Tree 
classification, Naïve Bayes, and SVC (Support Vector Machine) that were tested for different partition.  

 Sr. No  Algorithms  Accuracy score  Cross value score  
1  Logistic Regression,  94.715447  95.101626  
2  Random Forest classification  94.715447  95.101626  
3  XGB (Extreme Gradient Boosting) classification  94.715447  95.101626  
4  KNN (K-nearest Neighbors) classification  94.850949  94.695122  
5  Decision Tree classification  94.715447  95.101626  
6  Naïve Bayes  94.376694  95.101626  
7  SVC (Support Vector Machine)  94.715447  93.821138  

  

 
  

VI. CONCLUSION 
This paper describes the use of machine learning algorithms to predict the occurrence of diseases based on their symptoms. The 
model was trained using different training and testing data units, and it was found that the KNN (K-nearest Neighbors) algorithm 
performed the best in detecting diseases based on symptoms. The experiment was conducted using varying training and testing 
units, and the results showed that KNN was the most effective algorithm for this task.  
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