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Abstract: Chest X-rays are essential in medical imaging, serving as a reliable diagnostic tool for various thoracic diseases. 

However, despite their critical role in healthcare, a vast amount of imaging data remains underutilized within Picture Archiving 

and Communication Systems (PACS) in hospitals and medical institutions. These stored images, along with their associated 

diagnoses, hold immense potential for training deep learning models, which require large datasets to enhance automated disease 

detection.  

This project aims to bridge that gap by utilizing the Chest Xray 8 dataset, a large-scale collection of labelled chest X-ray images 

covering multiple diseases, including pneumonia, tuberculosis, and COVID-19. By integrating this dataset with a deep learning 

models, Custom CNN, VGG19, ResNet50, DenseNet121, MobileNet, we aim to develop an AI-driven diagnostic model capable of 

identifying and classifying chest diseases with good accuracy. This approach can significantly enhance early detection, assist 

radiologists in decision-making, and improve healthcare accessibility, especially in regions with limited medical expertise. The 

project represents a step toward harnessing AI's power to optimize medical imaging, automate diagnostics, and revolutionize 

disease detection in clinical settings. 
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I. INTRODUCTION 

This project focuses on recognizing Pneumonia, COVID-19, and Tuberculosis (TB) from X-ray images using Convolutional Neural 

Networks (CNNs) [1]. Traditional diagnosis is time-consuming, while AI-driven solutions offer faster and more efficient disease 

detection [2]. Our model identifies the presence of each disease separately and estimates its severity percentage. Trained on labelled 

X-ray datasets, it systematically analyses medical images to enhance diagnostic efficiency, enable rapid screening, and contribute to 

advancements in AI-driven disease recognition [3]. 

 

A. Project Idea 

Medical imaging plays a fundamental role in the early detection, diagnosis, and monitoring of various diseases [4]. Over the years, 

advancements in artificial intelligence (AI) and deep learning have significantly enhanced the efficiency and accuracy of automated 

disease recognition [5]. Among various medical imaging techniques, X-ray imaging is one of the most widely used diagnostic tools 

due to its cost-effectiveness, accessibility, and ability to detect abnormalities in the human body, particularly in the chest region. 

This project focuses on utilizing deep learning techniques, specifically Convolutional Neural Networks (CNNs), to recognize three 

major respiratory diseases- Pneumonia, COVID-19, and Tuberculosis (TB)- from chest X-ray images. 

Traditionally, diagnosing respiratory diseases requires expert radiologists to interpret X-ray scans, a process that can be both time-

consuming and prone to human error [6]. With the rising incidence of these diseases and the increasing demand for faster and more 

accurate diagnostic solutions, AI-based approaches have emerged as a promising alternative [7]. Deep learning models, particularly 

CNNs, have demonstrated exceptional performance in analysing medical images by automatically extracting essential features and 

identifying patterns associated with diseases. Unlike traditional machine learning methods that rely on handcrafted features, CNNs 

learn to recognize intricate patterns within images, making them highly effective for medical image analysis. 

This project aims to develop a deep learning-based system that can detect the presence of Pneumonia, COVID-19, and Tuberculosis 

independently from chest X-ray images. Rather than classifying an X-ray into a single disease category, the model will analyse the 

image for all three diseases separately, determining whether a specific disease is present or not. Additionally, it will provide an 

estimate of the severity percentage for each disease detected. This quantitative assessment can offer deeper insights into the extent 

of the infection, potentially aiding in disease progression monitoring and treatment planning. 
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To achieve this, the project will involve collecting and preprocessing a dataset of labelled chest X-ray images. The CNN model will 

be trained on this dataset to learn the distinguishing features of Pneumonia, COVID-19, and Tuberculosis [8]. Various image 

augmentation techniques and optimization strategies will be employed to enhance the model’s accuracy and generalization 

capabilities. The performance of the model will be evaluated using standard metrics such as accuracy, precision, recall, and F1-score 

to ensure its effectiveness in recognizing respiratory diseases [9]. By integrating deep learning with medical imaging, this project 

aims to improve the speed and reliability of disease recognition. The development of AI-powered tools for medical image analysis 

has the potential to revolutionize healthcare by reducing diagnostic delays and enhancing screening efficiency. While the model 

does not replace medical professionals, it serves as an automated system capable of providing fast and systematic disease detection, 

thereby contributing to the advancement of AI-driven medical diagnostics. 

 

II. LITERATURE REVIEW 

A literature survey was conducted to review various papers published in international journals, such as IEEE, related to the 

recognition of diseases like Pneumonia, COVID-19, and Tuberculosis (TB) using X-ray images. The aim was to identify the most 

effective approaches for disease recognition using deep learning. 

A. Existing System 

Pneumonia is a potentially life-threatening infectious disease that is typically diagnosed through physical examinations and 

diagnostic imaging techniques such as chest X-rays, ultrasounds, or lung biopsies. Accurate diagnosis is crucial as wrong diagnosis, 

inadequate treatment or lack of treatment can cause serious consequences for patients and may become fatal. The advancements in 

deep learning have significantly contributed to aiding medical experts in diagnosing pneumonia by assisting in their decision-

making process. By leveraging deep learning models, healthcare professionals can enhance diagnostic accuracy and make informed 

treatment decisions for patients suspected of having pneumonia. In this study, six deep learning models including CNN, 

InceptionResNetV2, Exception, VGG16, ResNet50 and EfficientNetV2L are implemented and evaluated. The study also 

incorporates the Adam optimizer, which effectively adjusts the epoch for all the models. This study evaluates six deep learning 

models: CNN, InceptionResNetV2, EfficientNetV2L, VGG16, ResNet50, and Exception. Each model is assessed for its diagnostic 

accuracy in identifying pneumonia. Additionally, the study incorporates the Adam optimizer to effectively adjust training epochs 

across all models, optimizing their performance. By leveraging these deep learning techniques, healthcare professionals can improve 

diagnostic precision and make better-informed treatment decisions for patients suspected of having pneumonia. 

 

B. Literature Survey 

Table 2.2 Literature Survey 

Paper No. Paper Title Year Advantages Dis-Advantages 

 

1 

Deep Learning for Pneumonia 

Detection in Chest X-ray Images: A 

Comprehensive Survey. 

 

2024 

 Automation 

 Cost-effective 

 

 Limited availability of data and 

code 

 Vulnerability of adversarial attacks 

 

2 

A Deep Convolutional Neural 

Network for Pneumonia Detection in 

X-ray Images with Attention 

Ensemble. 

 

2024 

 Effectiveness 

 Potential 

 

 Overfitting 

 Bias 

 

 

 

3 

Design and Analysis of a Deep 

Learning Ensemble Framework Model 

for the Detection of COVID-19 and 

Pneumonia Using Large-Scale CT 

Scan and X-ray Image Datasets. 

 

 

2023 

 Improved F-Score 

 Efficient Detection 

 

 Large dataset requirement 

 Limited Interpretability 

 

 

4 

Pneumonia Detection on Chest X-ray 

Images Using Ensemble of Deep 

Convolutional Neural Networks. 

 

2022 

 Improved accuracy Efficient  Complexity 

Dependence on pre-trained models 

 

5 

Pneumonia Detection in Chest X-Rays 

using Neural Networks. 

 

2022 

 Good performance Limited 

resources 

 Lower MAP score 

Room for improvement 

 

6 

Detecting SARS-CoV-2 From Chest 

X-Ray Using Artificial Intelligence. 

 

2021 

 High accuracy Improved 

performance with larger dataset 

 Limited dataset 

Lack of subgroup analysis 

 

7 

Radiologist level accuracy using deep 

learning for haemorrhage detection in 

CT scans. 

 

2018 

Improved Accuracy Enhanced 

Recall 

 Complexity 

Dependence on High-Quality Data 
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C. Problem Statement 

The increasing prevalence of pneumonia, COVID-19, and tuberculosis presents significant challenges to healthcare systems, 

particularly in ensuring timely and accurate diagnosis [10]. Traditional X-ray interpretation methods are often subjective, time-

consuming, and prone to delays, which can impact patient outcomes. Additionally, variations in imaging quality and overlapping 

conditions further complicate the diagnostic process, increasing the risk of misdiagnosis. To address these challenges, this project 

focuses on developing an automated deep learning-based system utilizing advanced Convolutional Neural Networks (CNNs) for the 

efficient and accurate recognition of pneumonia from X-ray images [3]. By leveraging a comprehensive labeled dataset and 

optimized CNN architectures for feature extraction and classification, the system aims to enhance diagnostic accuracy while 

minimizing errors [7]. Furthermore, the implementation of a user-friendly interface will streamline clinical workflows, enabling 

healthcare professionals to make faster, data-driven decisions and ultimately improve patient care. 

 

III. PROPOSED SYSTEM 

A. Analysis/Framework/ Algorithm 

1) VGG19 

VGG19 is a deep convolutional neural network known for its simple yet effective architecture. It consists of 19 layers, primarily 

using small 3×3 convolutional kernels, making it highly effective for extracting hierarchical features from chest X-ray images. 

How It Helps: 

Provides a deep yet structured network for learning complex image features. 

Uses uniform 3×3 convolutional filters, making feature extraction efficient. 

Performs well on medical image classification tasks due to its depth and well-optimized feature maps. 

 

2) ResNet50 

ResNet (Residual Network) is incorporated to address the problem of vanishing gradients and enable training of very deep networks 

by utilizing residual connections (skip connections). This is particularly useful in extracting deep hierarchical features from chest X-

ray images. 

How It Helps: 

Allows training of deep networks without degradation in performance. 

Skip connections help preserve essential features across layers. 

Improves generalization and ensures stable convergence. 
 

3) Custom CNN 

A custom CNN model is designed and implemented using the Sequential API. This model consists of convolutional layers, pooling 

layers, and dense layers, optimized for classifying X-ray images into Pneumonia, COVID-19, Tuberculosis, and normal categories. 

How It Helps: 

Provides flexibility in architecture tuning for dataset-specific needs. 

Enables experimentation with different convolutional kernel sizes and depths. 

Offers control over regularization techniques to prevent overfitting. 
 

4) DenseNet121 

DenseNet (Dense Convolutional Network) is employed for feature extraction and classification in this project. The model efficiently 

captures intricate patterns in chest X-ray images by utilizing dense connectivity between layers. This helps mitigate the vanishing 

gradient problem and improves feature reuse. 

How It Helps: 

Provides deeper supervision due to direct connections between layers. 

Reduces the number of parameters compared to traditional deep networks.  

Enhances gradient flow, leading to better convergence and improved accuracy. 
 

5) MobileNet 

MobileNet is leveraged for its lightweight architecture, making it efficient in handling medical image classification tasks with 

limited computational resources. It employs depth wise separable convolutions to reduce computation while maintaining high 

accuracy. 
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How It Helps: 

Optimized for mobile and embedded applications, ensuring fast inference. 

Requires fewer parameters, making training faster and reducing overfitting. 

Maintains strong feature extraction capabilities despite its lightweight structure. 

 

B. System Requirements 

This section outlines the necessary hardware and software specifications required for the successful implementation of the Disease 

Recognition using X-Ray plates using Deep Learning. 

1) Hardware Requirements 

The following are the minimum hardware requirements that must be fulfilled: 

 GPU: To accelerate the training process, a high-performance GPU like the NVIDIA RTX 3080 or above is recommended. 

 RAM: A minimum of 16 GB of RAM is required to handle large image datasets and the memory-intensive computations of 

DenseNet, Custom CNN, VGG19, ResNet50, MobileNet.  

 Storage: At least 500 GB of storage space is necessary for storing the dataset, model weights, and intermediate results during 

the training process. 

 

2) Software Requirements  

The following software applications and tools must be installed and configured: 

 Python: The implementation will be done using Python (version 3.7 or higher).  

 TensorFlow/Keras or PyTorch: These deep learning frameworks will be used for building and training the DenseNet, Custom 

CNN, ResNet50, VGG19, MobileNet model.  

 OpenCV: OpenCV will be used for image processing tasks such as image resizing, normalization, and augmentation.  

 CUDA: NVIDIA’s CUDA library is required to parallelize computations and utilize the GPU efficiently. 

 Jupyter Notebook: For coding, experimentation, and documentation purposes. 

 

C. Design Details 

1) System Architecture 

This system architecture outlines a deep learning pipeline for disease recognition using X-ray images, focusing on pneumonia, 

COVID-19, and tuberculosis detection. It begins with Data Collection, where X-ray images are gathered and labelled for training. In 

Model Training, various deep learning models—VGG19, ResNet50, a Custom CNN, DenseNet121, and MobileNet—are trained to 

classify diseases. The trained models undergo Model Evaluation to assess their performance, after which the best-performing model 

is selected for Deployment.  

Figure 3.3.1– System Architecture 

 

Finally, the deployed model is used in Diagnosis to detect pneumonia, COVID-19, and tuberculosis, and it can further Assess 

Severity to aid in medical decision-making. This structured approach ensures an efficient and accurate disease detection system. 
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IV. RESULT AND DISCUSSION 

A. Proposed System Result 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1 a Samples From Each Classes 

 

The image aims to showcase sample chest X-ray images from different medical conditions: COVID-19, Normal, Pneumonia, and 

Tuberculosis. It visually compares how these conditions appear in X-rays, helping in understanding the differences between healthy 

and diseased lungs.  

 

 

 

 

 

 

 

 

 

Figure 4.1 b Data Augmentation Samples 

 

The image demonstrates data augmentation techniques applied to chest X-ray images. It shows multiple variations of the same X-

ray, likely transformed through rotation, flipping, zooming, or other modifications. Data augmentation is used in machine learning 

to increase the diversity of training data, helping improve model accuracy and generalization by making it more robust to variations 

in input images. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1 c Class Distribution  
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The image presents a bar chart illustrating the distribution of chest X-ray images across different medical conditions: COVID-19, 

Normal, Pneumonia, and Tuberculosis. It shows that Pneumonia has the highest number of samples, followed by Normal, 

Tuberculosis, and COVID-19, which has the least. 

 

 

 

 

 

 

 

 

 

 

Figure 4.1 d  VGG Training 

 

This image shows the training progress of the VGG16 model for chest X-ray classification. Similar to ResNet50, VGG16 achieves 

reasonable training accuracy but suffers from low validation accuracy (21%), indicating poor generalization. Compared to 

DenseNet, which showed better validation performance, VGG16 and ResNet50 might struggle due to data imbalance (as seen in the 

class distribution) or insufficient feature extraction. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1 e ResNet Training 

 

This image shows the training process of a ResNet50 model over 20 epochs for classifying chest X-ray images. Compared to the 

previous DenseNet training results, ResNet50 struggles with low validation accuracy (around 21%) despite increasing training 

accuracy. This suggests potential issues like data imbalance (as seen in the class distribution image) or overfitting. Additional 

techniques, such as better augmentation or fine-tuning, may be needed to improve performance. 

Figure 4.1 f Custom CNN Training 
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The image shows the training progress of a custom convolutional neural network (CNN) over six epochs. It displays metrics like 

accuracy and loss for both training and validation sets, along with the time taken per epoch. The model's performance generally 

improves with each epoch, as seen by the increasing accuracy and decreasing loss. 

 

 

 

 

 

 

 

 

Figure 4.1 g DenseNet Training 

 

This image displays the training progress of a DenseNet model over 20 epochs for classifying chest X-ray images into different 

categories (COVID-19, Normal, Pneumonia, and Tuberculosis). The accuracy increases while the loss decreases, indicating the 

model is learning effectively. The earlier imbalance in data distribution, as seen in the previous images, might impact validation 

accuracy, which stabilizes around 76%.  

 

 

 

 

 

 

 

 

 

Figure 4.1 h MobileNet Training 

 

The image shows the training progress of a MobileNet model over eight epochs. It displays metrics like accuracy and loss for both 

training and validation sets, along with the time taken per epoch. The model's performance generally improves with each epoch, as 

seen by the increasing accuracy and decreasing loss. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1 i Comparison Model Performance 
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This bar graph compares the accuracy of five different deep learning models: VGG16, ResNet50, DenseNet121, MobileNet, and a 

Custom CNN. MobileNet exhibits the highest accuracy, followed closely by the Custom CNN, while VGG16 and ResNet50 show 

the lowest accuracy among the compared models. 

 

V. CONCLUSION 

This project employs Convolutional Neural Networks (CNNs) for enhanced lung condition diagnosis from X-ray images, focusing 

on pneumonia. It innovatively uses federated learning to train models on decentralized devices, preserving patient privacy. 

Accessible via web and mobile platforms, it offers real-time diagnoses and integrates with clinical workflows. The system is 

designed for continuous updates and clinician feedback, with a long-term goal to broaden its diagnostic capabilities beyond lung 

diseases. This aims to revolutionize telemedicine, providing global access to advanced diagnostic tools. 

 

VI. FUTURE SCOPE 

The proposed system offers significant improvements over existing systems across multiple key features. Accuracy sees a notable 

boost, achieving over 90% compared to the typical 80-85% of current systems. Furthermore, precision and recall are enhanced, 

consistently exceeding 85% compared to the moderate levels often below 80% in existing solutions. This leads to a higher F1 score, 

averaging around 0.88, up from the generally lower 0.75. The AUC-ROC score, a measure of overall performance, is also 

significantly better, reaching 0.95 compared to the average performance below 0.85 of existing systems. In terms of interpretability, 

the proposed system addresses the "black box" issue by incorporating Grad-CAM visualization. It also features a user-friendly 

interface designed for clinicians, overcoming the limitations of basic and often unfriendly interfaces in existing systems. Finally, 

integration is streamlined through an API, enabling seamless adoption into existing healthcare workflows, a challenge often faced 

with current solutions. 
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