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Abstract: Documents such as Invoices, receipts, bills, ID cards, and passports are basic and very common documents around the 

world which are used for accounting, tax records, payments, financial history, performing activities like data analytics, digitizing 

company’s records etc. All these documents are available in different formats such as images, PDFs and hard copies (paper). To 

retrieve the data from these documents, a person needs to manually write or type the data from documents to the table, which is 

time-consuming as well as irritating. We provide a simple, unique and easily implementable end-to-end approach that uses AI 

and Deep Learning models to automate the above tasks by just uploading the document of any format image, PDF or Docs, and 

the software will extract the data and save it in the required structural format. Our approach eliminates the need to manually 

enter data in an Excel or database record with no limit on the amount of work while companies are facing problems because of 

their limited workforce and limited work hour for manual data entry, but our software can run 24x7. 
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I. INTRODUCTION 

Manual work is always time-consuming, irritating and also costly when done on a large scale or for a long time. As technology is 

getting better daily, all the work is shifting from labour work to computer-based automation. Large accounting firms must take care 

of all their client's financial and personal documents and keep track of their records. Every day they get thousands of such 

documents and a team of data entry staff keep records of every document by entering its data into their database system. We have 

developed software which is capable of entering all the data into the database by itself and saving all the labour costs of entering the 

data manually and speeding up the task by more than 50 times.  

We have implemented and integrated three different modules for developing the complete software. One of the modules is manage 

labels to manage the classes. The second module is model training. It is something which has already been done in the past, but we 

have added an extra model to make it more robust and accurate. The third module is the data extraction module, which is used to 

extract the data from the documents using the OCR engine, where it processes embedded text in the scanned documents to the 

parsable textual form. The last module is the data parser, where we parse the data and convert it to the user-required format. 

For implementing all these modules, we are using python as it provides all the necessary frameworks required for AI and Deep 

Learning. Our software can be easily deployed on any machine or cloud. 

 

                              (a)                

                            (b) 

 
                          (c)  

    Fig. 1: Scanned images of documents with different layouts and formats  
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II. PROBLEM DEFINITION 

As technology is getting better day by day, automation using AI and ML is making our lives easier. We are trying to develop an 

automated document parsing system using AI which can reduce the human effort in managing the documents, saving time on the 

manual work, can be easily implemented, and gives higher or competitive accuracy than any other paid document OCR software in 

the market with no API request limits (can be self-hosted) and no constraints on the document size or the number of documents 

processed. We are taking the use case of invoices, as it is the most complex and popular document in the OCR domain. If the 

software can perform well for invoices, then most of the other use cases should be covered under it too. This use case is applicable 

in any industry. It will help reduce labour costs as well as human error this labour can be utilized in a complex tasks instead of 

repetitive work which automation can do. 

 

III.     LITERATURE SURVEY 

Joseph Redmon [2] (2016) introduced YOLO, a game-changing model and a new approach to object detection, before other object 

detection models used two steps for object detection: first detection and then classification. But YOLO did both in a single step. It 

can process images in real-time at 45 frames per second (smaller architecture can go up to 155 frames per second) which makes it 

faster than any other model. Even in accuracy, YOLO outperforms all the other detection models. 

When YOLO was introduced, it was implemented with its custom framework called Darknet. But as of today, it is also available in 

PyTorch. It was one of the most used models for getting the coordinates of the text in OCR.  

Yiheng Xu [1] (2019) of Harbin Institute of Technology, Minghao Li of Beihang University and several other researchers from 

Microsoft Asia published a research paper named “LayoutLM: Pre-training of Text and Layout for Document Image 

Understanding” introducing a model which is capable of understanding the layout of a document and the content in the document 

successfully. They used BERT (Bi-directional Encoder Representational of Transformer) [5] which is a multi-layer attention-based 

bidirectional Transformer encoder Architecture as a backbone for the LayoutLM model [14]. 

 

They have used two different pieces of information from the documents to train the LayoutLM model. 

1) Document Layout Information: This is used to understand the textual data or the format of textual data and how the data is 

arranged in the document as for most kinds of documents the name of the person will come after the name keyword or below 

the name keyword (using positional embedding).  

2) Visual Information: This is used to understand the structure or the position of the words in the document, for example, the name 

of a person mostly comes at the start of the document (using image embedding). 

LayoutLM replaces all models like YOLO and other approaches for OCR, it's the first model of its kind. 

 

Researcher Models  Results  

Joseph Redmon (2016) YOLO (You only look Once), a real-

time object detection model. 

Provides decent results on marking the 

fixed template and table structure. But 

fails in understanding the text. 

Yiheng Xu, Microsoft 

(2019) 

LayoutLM a Bert base architecture 

model that uses positional and image 

embedding 

Easily understands the whole text and 

provides amazing results for texts, but 

fails for table structure.  

Table 1. Comparing Existing Deep Learning Models Structure Detection 

 

IV.     METHODOLOGY 

The working of the software is divided into multiple modules, each module has its separate important job. These modules are 

sequential and processed one after another. These are the following modules along with their working. 

1) Manage Labels: In manage classes, we are managing the classes or the labels available in the documents example company 

name, invoice number, shipping address, and ID number. Each label has its two own properties which are used during the time 

of data extraction, as these properties are user-defined and can be easily changed according to the requirements. 

One of the properties is the data type which defines the type of data that will be returned by the label, while the other property is 

the position type which tells us whether the label belongs to the table or not. If it belongs to the table, its position type is a Table 

Item, otherwise, it's a Non-Table item. Some sample labels are in the following Table 2. 
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labels date type position type 

Invoice Number Numeric Non-Table Item 

Date Timestamp Non-Table Item 

Quantity Alphanum Table Item 

Descriptions Text Table Item 

Amount Numeric Table Item 

Total Amount Numeric Non-Table Item 

Table 2. Sample Data Type and Position Type for Labels 

 

2) Labelling and Training Module: In this module, the labelling of data and training of two different models is performed. We are 

using the LayoutLM model which uses BERT [5] architecture model for understanding the text and layout of the documents. 

While the other model is Detectron 2 [15]. Detectron is a state-of-art object detection model which uses a Caffe 2 deep learning 

framework, built on top of Faster RCNN [3], RPN (region proposal network), and Resnet [4].  It surpasses all other models in 

terms of correctly differentiating the classes, while models like YOLO are more accurate in bounding boxes but not in 

predicting the classes in the bounding box. For labelling, we use makesense.ai [16] on a real-world invoice dataset from one of 

our clients. The dataset includes more than 5000 invoices belonging to multiple different templates. Both models were trained 

in different classes LayoutLM is trained on non-table items like company name, bill to, date, invoice number, and total amount 

while the Detectron 2 model is trained on the table items like description, amount, price, quantity, tax etc.  

For training, we use the Google colab pro plus version [17] which comes with 8 core CPU, 52 GB of RAM, background 

execution and 16 GB VRAM GPU (P100, T4, V100) LayoutLM took 5 hours for 100 epochs with batch size 16 while 

Detectron 2 took 3 hours with batch size 16. 

While testing the models on our dataset we didn’t go for any metrics like accuracy, precision, or IOU we make our custom test 

data and defined our own two custom metrics based on IOU (Intersection Over Union) [18] called min detection precision and 

max detection precision which are based on the area of the for text. In our testing, we achieved more than 96% accuracy in 

min_detection_precision and 93% accuracy in max_detection_precision, which is great for our use case. 

    
Fig. 2: Workflow of Model Training 
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3) Data Extraction and Parsing Module: Once we get the coordinates of the labels from the LayoutLM and Detectron 2. They are 

passed to the data extraction and parsing module scripts. This module is divided into two processes, one is data extraction 

(OCR) and another is data parsing.  

Data Extraction: It is a dependent module which depends on the OCR engine used. There are many OCR engines available in 

the market like Pytesseract [19] and EasyOCR, these are some free OCRs, while Google Vision [20], Azure OCR and OCR 

Space are paid OCR, able to understand low-quality or blurred text in documents and handwritten text as well. 

In our software, we use tesseract (free) and Google Vision (paid) OCR engines so that users can select the OCR engine 

according to its document quality and financial budget. For each document, we are sending a single request to the OCR engine 

to keep the inference latency low and the cost minimal (in the case of paid OCR). After getting the data from the OCR engine, 

we are selecting the data using the output obtained from LayoutLM and Detectron2 model. 

Data parsing: we have defined separate parsing functions for each label, using the manage labels for parsing the data. After 

getting the output from Data Extraction and parsing module, we send the output of each label to their respective functions. 

Labels which are predicted by LayoutLM have a quite simple parsing function based on the regular expression. While on the 

other hand, labels obtained from the Detectron 2 model have special logic to deal with the table structure data. Tables consist of 

rows and columns, In invoices for a single item the rows could be of multiple lines example in descriptions the rows might vary 

from one to n number of lines which is hard to extract in proper structure because amounts, prices, quantity are always one line 

but the description is unpredictable which is one of the most complex and difficult part in data parsing.The parsing of the table 

items is not only based on the regular expression but also on the respective position of the key column of the table, our custom 

logic to handle the table data is able to retrieve the table data in proper structured form without mixing up any row or column of 

the table. The complete workflow during inference is shown in Figure 3. 

 
Fig. 3: Workflow of Software During Inference 

 

Most modules are written in python, manage labels and some UI functionality is written in JavaScript. All the scripts and 

methodologies are highly optimized to process the document without spending much time. If there are any new templates in the 

pipeline which are totally different from the old trained templates, then both the models need to be retrained again by labelling the 

documents as done in the initial training process so that the models will understand the new templates. Our data parsing scripts are 

based on NLP as well as computer vision. Parsing scripts for table items are based on the corresponding position of table rows, 

developed after a lot of research on how to parse a table without mixing any column or row data. 
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The software is so light that it can be deployed on any low-configuration machine. We are also creating a training module so that 

any non-programmer can easily label and train the models from the UI. 

 

V.   CONCLUSIONS 

By combining all the above modules, we have developed software which can process all kinds of documents, our software surpasses 

most of the current models and software in the market. LayoutLM is the most successful model in document understanding, it is 

able to understand all the textual data in the document, but fails when it comes to understanding table data. While the software we 

developed uses a combination of two different AI models for different purposes to handle various kinds of cases, it understands all 

kinds of structural data and converts the data into the required output with high accuracy. There are many paid software in the 

market handling tabular and other unstructured data using hard-coded logic, but we are using AI models to make it more generic and 

scalable. We have also added two non-AI methods to the software. One is the manual mode in which documents can be processed in 

a manual model where the user needs to mark the coordinates manually instead of getting them from AI models and another one is 

the semi-automatic mode in which the user needs to first define the template. Then after saving the template for every document, the 

correct template will get selected automatically, and the coordinate will be applied accordingly. The output of the software can be 

also integrated with Organization's ERP, Accounting or any 3rd party system. 

The software is already available in the market with the name vDigiDocr by vInnovate technologies and is used by 4 of our clients 

who are processing thousands of invoices, purchase orders and other documents reliably every single day. 
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