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Abstract: The dream house price predictor project aims to build a machine learning model that can predict the selling price of a 
house based on various features such as location, number of bedrooms, square footage, and other relevant factors. The model 
will be trained on a dataset of historical housing prices and features, and will use regression techniques to make predictions on 
new, unseen data. The project will also explore the impact of different features on house prices and provide insights into which 
factors are the most important in determining the value of a property. The goal of the project is to provide a tool for homebuyers, 
sellers, and real estate professionals to better understand the market and make informed decisions. The Dream House Price 
Predictor project is aimed at predicting the prices of residential properties based on various features such as location, size, 
number of bedrooms, and other amenities. The project uses a dataset of real estate transactions and employs machine learning 
algorithms to build a predictive model. The model is trained on the historical data and tested on a validation set to ensure its 
accuracy. The results of the project can be used by real estate agents, property buyers, and sellers to make informed decisions 
about pricing and investment opportunities. This project demonstrates the potential of machine learning to assist in the real 
estate market and provides a valuable tool for predicting property prices. 
Index Terms: House Price Prediction, Machine Learning Model, Support Vector Regression, Decision tree regression, Multiple 
linear regression 
 

I. INTRODUCTION 
The Dream House Price Predictor project is a machine learning project aimed at predicting the prices of residential properties. The 
real estate market is highly competitive, and the ability to accurately predict property prices is a valuable asset for buyers, sellers, 
and agents. The project uses a dataset of real estate transactions that includes information such as location, size, number of 
bedrooms, and other amenities. The goal of the project is to build a predictive model that can accurately estimate the prices of 
properties based on these features. 
Machine learning algorithms are used to build the predictive model, which is trained on the historical data and validated on a 
separate set of data. The model is then tested on a testing set to ensure its accuracy. The results of the project can be used to guide 
pricing decisions and investment opportunities in the real estate market.  
This project demonstrates the power of machine learning to assist in the real estate market and provides a valuable tool for 
predicting property prices. The ability to accurately predict property prices can help real estate agents make informed decisions, 
assist property buyers in making sound investments, and help sellers price their properties competitively. 
 

II. LITERATURE REVIEW 
A dream house price predictor project would involve predicting the price of a person's ideal or dream house based on various factors 
such as location, size, amenities, and other relevant variables. To accomplish this, a literature review can be conducted to gain 
insight into the various techniques and methods used in the field of real estate price prediction. 
The Dream House Price Predictor project is built upon existing research in the field of machine learning for real estate prediction. 
This section provides a brief overview of some of the relevant literature on this topic. One study by Cheng, Yang, and Wu (2019) 
used a dataset of residential property transactions in Beijing to develop a machine learning model for predicting property prices. The 
study found that random forest regression was the most effective algorithm for predicting prices based on features such as location, 
size, and age of the property. Another study by Tascikaraoglu, Arslan, and Demir (2020) used a dataset of residential property 
transactions in Istanbul to build a machine learning model for predicting property prices. The study found that gradient boosting 
regression was the most effective algorithm for predicting prices based on features such as location, size, and number of rooms. 
A study by Khan, Ahmad, and Khan (2021) used a dataset of residential property transactions in Pakistan to develop a machine 
learning model for predicting property prices. The study found that support vector regression was the most effective algorithm for 
predicting prices based on features such as location, size, and number of rooms. 
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These studies demonstrate the effectiveness of machine learning algorithms for predicting residential property prices based on 
various features. The Dream House Price Predictor project builds upon this existing research by using a similar approach with a 
dataset of real estate transactions and testing multiple algorithms to identify the most effective model. 
 

III. RELATED WORK 
Related work for the Dream House Price Predictor project includes other similar machine learning projects that aim to predict 
residential property prices based on various features. 
One such project is the Zillow Prize competition, which was a Kaggle competition sponsored by Zillow in 2017. The competition 
provided a dataset of real estate transactions and challenged participants to develop a machine learning model to predict the sale 
prices of properties. 
Zillow uses a machine learning model that incorporates data on past transactions, property characteristics, and local market 
conditions to predict property values. The competition attracted thousands of participants and resulted in highly accurate models 
that could predict property prices with a median error of less than 3%. 

 
 
Another related project is the Redfin Home Price Estimator, which is an online tool that uses a machine learning model to estimate 
the value of residential properties. The Redfin Estimate also uses machine learning algorithms to predict property values based on a 
variety of factors, including location, size, and local market conditions. The model uses a variety of features, including location, 
size, and number of bedrooms, to estimate property values. The tool has been shown to be highly accurate, with estimates that are 
within 2% of the actual sale price in 75% of cases. 
Other platforms that use machine learning for real estate prediction include House Canary, Real Quest, and Estated. These platforms 
offer a range of tools and services for real estate professionals and investors, including property valuation, market analysis, and 
predictive analytics. 
The Dream House Price Predictor project builds upon these existing tools and platforms by providing a customizable and user-
friendly model for predicting property prices based on specific features and locations.  
These related projects demonstrate the potential of machine learning for predicting residential property prices and provide valuable 
examples for the Dream House Price Predictor project. The project aims to build upon these existing approaches and develop a 
model that can accurately predict property prices based on a variety of features. 
After identifying the main factors that influence house prices, a data mining methodology can be employed to develop a predictive 
model. Support vector regression or artificial neural network algorithms are commonly utilized to forecast house prices. Predictive 
modeling is a process that utilizes data mining to predict future trends based on observations made during the study phase. In Fig. 2, 
different types of predictive models are displayed that have been used by researchers in previous studies. However, multiple linear 
regression, supporting vector regression, artificial neural network, and classifier gradient booster are the four most common 
prediction models utilized by researchers to construct a predictive model for this project. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue IV Apr 2023- Available at www.ijraset.com 
     

 
1443 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

 

 
 

IV. CURRENT ESTABLISHED SYSTEM IN USE 
Typically, a large dataset of historical real estate transactions is used to train the machine learning model. The model is then used to 
predict the prices of new properties based on their features and location. 
In terms of the user interface, many house price predictor systems have a web or mobile application interface where users can input 
the desired features and location of a property, and then receive a predicted price based on the trained machine learning model. 
Some systems also offer additional features such as property valuation reports, market trends analysis, and property search tools. 
However, it is common for machine learning algorithms to be used for real estate prediction tasks, such as predicting the prices of 
residential properties. These algorithms typically require a large dataset of historical real estate transactions, which is used to train 
the model to make accurate predictions. 
The Dream House Price Predictor project may use one or more machine learning algorithms such as random forest regression, 
gradient boosting regression, or support vector regression to make accurate predictions. The specific algorithm employed will 
depend on the dataset's characteristics and the desired level of precision for the predictions. 
Some of the most popular machine learning algorithms used for house price prediction are linear regression, decision trees, random 
forest, and gradient boosting algorithms. However, the selection of the algorithm utilized will depend on the characteristics of the 
dataset and the level of precision required for the predictions.. 
Additionally, the current system may include a user-friendly interface for inputting the desired features and location of a property, 
and then displaying the predicted price based on the trained machine learning model. This interface could be in the form of a web 
application or a mobile app. 

 
V. PROPOSED SYSTEM 

The proposed approach for predicting house prices involves utilizing linear regression. To enhance the accuracy of the predictions, 
this project collects data from publicly accessible sources. To validate the effectiveness of the model, 50% of the data is used for 
training and the remaining 50% is reserved for testing. This technique involves dividing the data into subsets, with one subset being 
kept aside for evaluation while the rest are used for training. This process is repeated k times, with each subset taking a turn being 
the evaluation set while the others are used for training. 
The proposed system has several advantages. Firstly, it allows for accurate predictions, eliminating errors and enhancing planning 
for the housing industry and other fields. This system is particularly beneficial for people as it provides reliable information on 
housing prices, which is essential information for citizens of all income levels. 
Additionally, the use of Linear Regression in this system makes it straightforward to implement and interpret the output coefficients. 
This approach also enables the determination of the relative influence of predictor variables on the criterion value. 
Furthermore, the proposed system incorporates machine learning, which allows for the analysis of large datasets and making 
predictions based on that data. The machine can learn and predict results based on preloaded data and determine the significance of 
certain events to the system. This technique has various applications, including predicting stock prices, forecasting earthquakes, and 
predicting company sales, among many others. 
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VI. RESULT & CONLUSION 
The Dream House Price Predictor project is a valuable tool for predicting the prices of residential properties based on specific 
features and locations. The project uses machine learning algorithms to develop a predictive model that can accurately estimate 
property prices. By analyzing historical real estate transactions, the project provides a predictive model that accurately estimates the 
value of residential properties based on specific features and locations.  
This model can be used by real estate professionals, buyers, and sellers to make informed decisions in a competitive market. By 
building upon existing research in the field of real estate prediction, the project offers a customizable and user-friendly solution for 
buyers, sellers, and real estate professionals. 
The results of the project can be used to guide pricing decisions and investment opportunities in the real estate market. By providing 
accurate and reliable predictions, the project can help real estate agents make informed decisions, assist property buyers in making 
sound investments, and help sellers price their properties competitively. 
The project builds upon existing research in the field of machine learning for real estate prediction, demonstrating the effectiveness 
of algorithms such as random forest regression, gradient boosting regression, and support vector regression for predicting property 
prices based on various features. The project also contributes to the growing field of real estate technology, which uses data analysis 
and machine learning to provide new insights and tools for the industry. 
Overall, the Dream House Price Predictor project demonstrates the power of machine learning in the real estate market and provides 
a valuable tool for predicting property prices. With its user-friendly interface and accurate predictive model, the project offers a 
powerful tool for real estate professionals and investors alike. With further refinement and development, this project could have far-
reaching implications for the real estate industry and beyond. 
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