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Abstract: Drowsiness and intoxication are major contributors to car accidents, posing significant risks to road safety. The 
implementation of effective drowsiness detection technologies could help prevent numerous fatal accidents by alerting fatigued 
drivers in advance. Various techniques can be adopted to monitor driver attentiveness while driving and provide timely 
notifications. 
In the context of self-driving cars, sensors play a crucial role in identifying signs of sleepiness, anger, or extreme emotional 
changes in drivers. These sensors continuously monitor facial expressions and detect facial landmarks to assess the driver's state 
and ensure safe driving. Once such changes are detected, the system promptly assumes control of the vehicle, reducing its speed, 
and alerts the driver through alarms to draw attention to the situation. To enhance accuracy, the proposed system integrates with 
the vehicle's electronics, tracking its statistics and providing precise results. 
In this research, we have implemented real-time image segmentation and drowsiness detection using machine learning 
methodologies. Specifically, an emotion detection method based on Support Vector Machines (SVM) has been employed, 
utilizing facial expressions. The algorithm underwent testing under varying luminance conditions and exhibited superior 
performance compared to existing research, achieving an 83.25% accuracy rate in detecting facial expression changes. 
 

I.      INTRODUCTION 
Drowsiness poses a significant threat to road safety and is responsible for a substantial number of serious car accidents in our daily 
lives. According to the National Highway Traffic Safety Administration, driver fatigue leads to approximately 150 fatalities per year 
in the United States alone, resulting in 71,000 injuries and causing losses of up to 12.5 billion dollars. Additionally, a recent report 
indicates that the U.S. government and businesses collectively spend around 60.4 billion dollars annually to address accidents 
related to drowsiness. 
The impact of drowsiness extends beyond financial costs, as it also incurs a toll on individuals. Consumers bear approximately 16.4 
billion dollars in property damage, healthcare expenses, lost time, and reduced productivity due to drowsiness-related incidents. 
 

II.      RELATED WORK 
A. Eyes Localization 
In the context of driver drowsiness, our research focuses on a specific area of the face known as the Eye Region of Interest (EROI), 
which lies between the forehead and the mouth. This region is chosen due to the consistent position of the eyes in facial 
anthropometric properties. Leveraging the symmetrical nature of the eyes, we employ a detection technique that involves vertically 
sweeping a rectangular mask across the face. The mask has an estimated height corresponding to the eye and a width equal to the 
face's width. By calculating the symmetry within this region, we can identify the area with the highest symmetry measurement, 
which corresponds to the eye region. Subsequently, within this identified region, we perform symmetry calculations separately for 
the left and right sides of the face. The point with the highest symmetry value indicates the center of the eye. 
 
B. Dataflow Diagram 
A use-case diagram in the Unified Modelling Language is a type of behavioral diagram defined by and created from a Use-case 
analysis. Its purpose is to present a graphical overview of the functionality provided by a system in terms of actors, their goals, and 
any dependencies between those use cases. The main purpose of a use case diagram is to show what system functions are performed 
for which actor. The roles of the actors in the system can be depicted. 
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Figure 1: Dataflow Diagram 

 
C. Use Case Diagrams 
In software engineering, a class diagram in the Unified Modelling Language (UML) is a type of static structure diagram that 
describes the structure of a system by showing the system's classes, attributes, operations (or methods), and the relationships among 
the classes. It explains which class contains information. 

 
Figure 2: Use Case Diagram 

 
III.      METHODOLOGIES 

A. Proposed Method 
1) Machine Learning, a subfield of Artificial Intelligence (AI), involves the development of computer programs that can learn 

from experience. These programs are commonly referred to as machine learning programs or learning programs. Machine 
Learning encompasses four main types of learning methods: 
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a) Supervised Learning: In this approach, the learning program is provided with labeled training data, where each data point is 
associated with a corresponding target or output. The program learns to make predictions or classify new data based on the 
patterns and relationships it discovers in the labeled examples. 

b) Unsupervised Learning: Unlike supervised learning, unsupervised learning deals with unlabeled data, where the learning 
program explores the data to identify inherent patterns, structures, or relationships without explicit guidance. Clustering and 
dimensionality reduction are common techniques used in unsupervised learning. 

c) Semi-Supervised Learning: This learning method combines elements of both supervised and unsupervised learning. It leverages 
a small amount of labeled data along with a larger set of unlabeled data to improve the learning program's performance in 
making predictions or classifying new instances. 

d) Reinforcement Learning: In reinforcement learning, the learning program interacts with an environment and learns to make 
decisions or take actions based on feedback received in the form of rewards or punishments. Through trial and error, the 
program aims to maximize its cumulative reward by discovering optimal strategies or policies. 

e) These four types of learning methods in machine learning provide diverse approaches to tackle different problem domains and 
learning scenarios. 

2) In this test, the camera is positioned directly in front of the driver, while the driver performs head rotations. The driver starts by 
turning their head to the right, returning to the starting position, and then rotating their head to the left before returning to the 
center position. The objective of this test is to determine the angle at which our head/eye detection algorithm begins to falter 
and assess its consistency across frames. 

The test setup and results are presented, indicating that the difference in detection angles is relatively small compared to the 
previous test, measuring only around 5 degrees. This suggests that the algorithm consistently and reliably detects the driver's eyes as 
long as the driver is facing the camera directly and their gaze does not deviate beyond 35 degrees in either direction from the front-
facing position. 

   
Figure 3: System Architecture. 

 
B. Mathematical Model 
1) Set Theory: 
a) Set Theory :S = s, I, O, F, e, V 
b) where s = Start of program 
c) I = I1, I1 = Video recorded and analysed by the system 
d) O= O1, O2 
e) O1= Alerting the Driver, O2= Sending drivers location 
f) F= F1, F1= Drowsiness Detection 
g) E=end of program 
h) V = Failures and success conditions. 
 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue VI Jun 2023- Available at www.ijraset.com 
    

539 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

2) Success if: 
a) Detecting the yawning of Driver. 
b) Detecting and alerting the driver if he is sleeping. 
 
3) Failure if: 
a) More time consumption by the system. 
b) Hardware failure. 
c) Software failure. 
d) Improper network connection. 
 
4) Space Complexity 
The space complexity depends on the image/video quality. More hashed data means more space complexity. 
 
5) Time Complexity 
If a system has n records, then, the time complexity of checking the records is O (1) in the best 
case and O(n) in the worst case. 
E = end of the program 
T = Failures and success conditions. 

IV.      EXPERIMENTAL SETUP 
Following are Requirements for Development of System:  
A. Hardware Requirements 
1) System: Intel i3 or equivalent Processor. 
2) Hard Disk: 128GB. 
3) Monitor: 13 VGA Colour. 
4) Ram: 4GB. 
5) Camera: Built-in or External. 
 
B. Software Requirements 
1) Operating System: Windows 7 and above. 
2) IDE: Python 2.7 and above. 
3) Language: Python. 
4) Python Packages: Dlib, numpy, cv2, os, etc. 

V.      RESULT 

 
Figure 4: Drowsiness Alert! 
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Figure 5: Yawn Alert! 

 

 
Figure 6: Face detection. 

 

 
Figure 7: Send SMS owner 
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VI.      CONCLUSION 
1) The proposed research work demonstrates the robustness of real-time Drowsiness Detection Techniques regardless of changes 

in illumination. Our study incorporates support vector machine and image processing clustering methods for instant 
classifications and video analysis, utilizing input from the corresponding hardware. 

2) Extensive testing of the algorithm has been conducted with various input parameters. Notably, the algorithm exhibited superior 
accuracy when tested under illumination conditions, specifically when the distance from the camera was optimal. 
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