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Abstract: Cyberbullying is agrowing concern in online communities, often leading to severe emotional distress and social 
isolation. This project presents a cyberbullying detection system that employs GLOVEnet and DistillBERTa to analyze user-
generated text and calculate a bullying percentage for each sentence. The system continuously monitors user behavior, 
dynamically reducing a reputation score based on detected bullying content. When a user's reputation score falls below a 
predefined threshold, they are automatically blocked from further interaction on various platforms. By combining deep learning 
and a reputation-based penalty mechanism, this system aims to mitigate cyberbullying incidents while maintaining a fair and 
proactive moderation process. The solution provides a scalable and effective approach for promoting healthier online 
environments. 

I. INTRODUCTION 
Cyberbullying is the act of harassing or intimidating someone through electronic means such as social media platform, direct 
messaging, or other digital communication channels. It is now  a widespread tool for degrading and humiliating individuals, often 
causing serious emotional or psychological harm—and in extreme cases, even leading to suicidal behaviour. One of the significant 
challenges in combating cyberbullying is identifying when it occurs, so that timely and effective intervention can be made. To 
tackle this problem, a wide range of approaches and innovations  have been created over time to help detect and curb cyberbullying 
at its early stages. The advent of Web 2.0 has significantly transformed social interactions, reshaping the way relationships and 
friendships are formed and maintained. Adolescents, in particular, spend a substantial amount of time online across various social 
media platforms. While this digital engagement offers numerous benefits, it also exposes them to risks such as cyberbullying and 
other forms of online misconduct. Addressing cyberbullying requires a multifaceted approach, considering its psychological, social, 
and technological dimensions. The automatic spotting and avoidance of such incidents can play a vital part of mitigating their 
impact. Traditionally, researchers have engaged in conventional Machine Learning (ML) techniques to identify instances of 
cyberbullying. Deep Neural Networks (DNN) models have gained traction, offering enhanced capabilities for detection. These latest 
models had been favourable result extended in many media sites, demonstrating promising results in identifying and managing 
cyberbullying behavior. 
Cyberbullying  in board diverse in online social networks, making it essential to develop detection model which is very adapting 
and transferring across different platforms. The key contributions of this study can be briefly outlined as follows: 
1) To be very predictive accuracy of cyberbullying, a novel framework is proposed that is based on Distil BERTa model. The 

transformer-based Distil BERTa model make the use of GLOVE features to give optimal results.  
2) The study involves an assessment of the performance of established machine, deep, and transformer-based learning algorithms 

applied to cyberbullying data. These models include, KNN, Naives Bayes (NB), bidirectional long short-term memory 
(BiLSTM), ConvLSTM, Bidirectional Encoder Representations from Transformers (BERTs), and CNN.  

3) The result of this  approach is thoroughly examined through extensive experiments, and a com parative analysis with various 
state-of-the-art methods is conducted. To validate the robustness of the proposed approach, the results are further substantiated 
using k-fold cross validation. 

Cyberbullying plays a significant major issue in past few years Victims of cyberbullying often experience anxiety, depression, low 
self-esteem, and feelings of shame, fear, and social isolation. In severe cases, it can lead to self-harm and suicidal thoughts. 
Cyberbullying is prevalent across virtually all online social networks, highlighting the importance of creating detection models 
which are both flexible and transferable across various platforms. To figure out the intensity of our approach, we extend our 
research by reapplying the approaches to a new social media environment, evaluating their adaptability and performance in a 
different context 
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II. BACKGROUND AND MOTIVATION 
A. Anonymity and Online Disinhibition: 
The internet allows everybody to experience a little less  for their action of event ,they are very eager to say or do things they would 
never do in person, as they don't have to face any consequences.  
 
B. Boredom or "For Fun": 
Some individuals, particularly younger ones, may engage in cyberbullying out of boredom or a misguided sense of entertainment. 
They may never get the severity of their actions or the real-world harm they are causing 
 
C. Personal Insecurity and Low Self-Esteem: 
Paradoxically, some cyberbullies may have low self-esteem and use bullying as a way to feel better about themselves. By tearing 
others down, they may temporarily feel a boost to their own self-worth. 
 

III. LITERATURE SURVEY 
A. Cyberbullying with Social Network: A Difference Between Machine Learning[ML] and Transfers Learning [TL] Approaches, 

TeohHwai Teng; Kasturi Dewi Varathan 2023. 
Machine Learning helps in Versatile, well-established techniques and Transfer Learning also Utilizes knowledge from one domain 
to enhance performance in another. Varied based on the specific techniques employed and datasets used The main limitation is the 
immediate useful of Machine Learning limit the  generalization of new data and the use of Transfer Learning leads to dependency 
on the quality and relevance of pre-trained model  

 
B. Ensembles Learning With Tournaments Selected Ravuri Daniel; T. Satyanarayana Murthy; Ch. D, 2023.  
Ravuri Daniel, T. Satyanarayana Murthy, and Ch. D. V. P. Kumari present a methodology that combines the ensemble learning with 
Tournaments Selected Glowworm Swarm Optimization (GSO) algorithm for detect the cyberbullying on social media. The process 
starts with preprocessing the test of social media to clean and normalize it, followed by extracting important linguistic and 
contextual features. To enhance model performance, a modified GSO algorithm with tournament selection is used to choose 
accuracy. These selected identities are then way  passed into multiple classifiers, and their combined output through ensemble 
learning helps in making more reliable predictions. The method shows improved detection rates compared to standard machine 
learning approaches. 

 
C. Safeguarding Online Spaces: A Powerful Fusion of Federated Learning, Word Embeddings, and Emotional Features for 

Cyberbullying Detection Nagwan Abdel Samee; Umair Khan; Salabat Khan; Mona M. Jamjoom; Muhammad Sharif; Do 
Hyuen Kim, 2023. 

The paper proposes a method that combines federated learning, word embeddings, and emotional features for cyberbullying 
detection. Text data is first processed  using federate learnings, so user privacy is preserved by keeping data on individual devices. 
Word embeddings capture the meaning of words, while emotional features identify the tone and sentiment of the messages. These 
are used together to train models, which is then updated to a innovative model without actually sharing personal data. This approach 
improves the detection accuracy while maintaining privacy. 

 
D. DEA-RNN:A Hybrid Deep Learning Approaches for Cyberbullying ;Belal Abdullah Hezam Murshed; Jemal Abawajy; Suresha 

Mallappa; Mufeed Ahmed,2022  
Mufeed Ahmed developed a methodology focused on evaluating short-text topic modeling techniques using real-world Twitter 
datasets, particularly related to cyberbullying and the COVID-19 pandemic. They began by conducting a detailed review of existing 
models, including probabilistic, embedding-based, and deep learning approaches. After preprocessing the datasets—through 
cleaning, tokenization, and normalization—they applied selected models to extract topics. To compare model success, they used  
metrics which evaluates such as topic coherence, cluster purity, normalized mutual information (NMI), and accuracy. This 
methodology allowed them to assess each model’s ability to handle short, sparse, and noisy text, offering insights into their 
effectiveness and practical application in big data environments 
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E. “Weakly Supervised Cyberbullying Detection Consistency” Social Networks and Analysis and Mining,Raisi, E., & Huang, B. 
,2018.  

The methodology uses a not very strong supervised model called Participant-Vocabulary Consistency (PVC) to see problems in 
social media conversations. It starts with a small, expert-provided list of known bullying terms (seed vocabulary) and models user 
interactions as a  graph, where users are nodes and messages are edges. Each user is assigned a bully score and a victim score, while 
each word has a bullying indicator score. The model learns by maximizing consistency between the roles of users and the 
vocabulary they use—bullying words should appear in messages from likely bullies to likely victims. Through iterative 
optimization, the model updates both user and vocabulary scores, enabling it to detect bullying behavior and uncover new harmful 
terms not in the original seed list 

 
F. When the Timeline Meets the Pipeline: A Survey on Automated Cyberbullying Detection, Fatima Shannaq; Bassam Hammo; 

Hossam Faris; Pedro A. Castillo- Valdivieso,2022. 
A transformer-based approach was used to enhance Arabic text classification. The researchers collected a large dataset from online 
Arabic sources and applied preprocessing steps such as cleaning, normalization, and tokenization. They utilized Arabic-specific 
BERT models to enhance with the context and meaning of the format more effectively. The model was fine-tuned for tasks like 
cyberbullying detection .Evaluation using metrics like accuracy, precision, recall, and F1-score showed that the model performed 
better than traditional before  approaches 

 
G. Cyberbullying Detection and Transfer Learning Approaches;Teoh Hwai Teng; Kasturi Dewi Varathan,2023.  
A hybrid model was developed by combining CNN and BiGRU to detect cyberbullying in text. Word embeddings are used to 
convert these text into vectors, which are then passed through some CNN layers to extract local features. Those features were 
further normally processed by BiGRU layers to capture contextual dependencies. The hybrid approach aimed to improve 
classification accuracy by leveraging both spatial and sequential information from the inputtext 

 
H. Mohammed Al-Hashedi; Lay-Ki Soon; Hui-Ngo Goh; Amy HuiLan Lim; Eu-Gene Siew,2023. 
Mohammed Al-Hashedi et al. proposed a cyberbullying detection framework that integrates emotional and sentiment features with 
textual analysis. They used existing datasets from Twitter and Wikipedia, which was next enhanced with emotion and sentiment 
labels. A BERT-based model was applied to extract emotional indicators such as anger, fear, and guilt. These emotional features, 
along with sentiment scores, were combined with text embeddings to train deep learning classifiers. This multi-feature approach 
significantly improved classification performance, especially in recall and F1-score, compared to models using only text data. 

 
I. Mohammed HusseinObaid; Shawkat KamalGuirguis;  Saleh Mesbah Elkaffas,2023. 
In this paper, the authors developed a very hybrid system to detect cyberbullying and determine its severity. They used a dataset of 
around 47,000 tweets from Kaggle, which were already labeled for bullying. The text data was preprocessed by removing noise and 
converting it into numerical form using Keras embeddings. A deep learning model with many layers was trained to classify whether 
a tweet contained bullying content. To go beyond simple detection, the authors used fuzzy logic to evaluate how severe each 
bullying message was. Based on the model’s output, the system could label a message as having low, medium, or high severity. The 
model was then evaluated using accuracy, recall, and F1-score, achieving over 93% in each metric, showing that the approach was 
both accurate and effective in handling cyberbullying detection and severity analysis. 

 
IV. METHODOLOGY 

To effectively capture contextual relationships and semantic nuances within textual data, this study employs BERT (Bidirectional 
Encoder Representations from Transformers). As a transformer-based model, BERT is well suited for cyberbullying detections tasks 
because of the deep bidirectional understanding of language, enabling it to identify subtle patterns and cues indicative of harmful or 
abusive communication. 

 
A. Data Collection 
Researchers compile datasets from social media platforms, chat logs, or online forums. These datasets are manually or semi-
automatically labelled to distinguish between bullying and non-bullying content. In some cases, labels also reflect the severity of the 
bullying behaviour. 
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B. Data Collection 
Researchers compile datasets from social media platforms, chat logs, or online forums. These datasets are manually or semi-
automatically labelled to distinguish between bullying and non-bullying content. In some cases, labels also reflect the severity of the 
bullying behaviour. 
 
C. Preprocessing 
Collected text data undergoes cleaning to remove irrelevant elements such as special characters, URLs, and stop words. 
Tokenization, lowercasing, and text normalization are commonly applied. The text is then transformed into suitable formats like 
word embeddings for model input. 
 
D. Model Development 
Attention-based models, and transformer frameworks (e.g., BERT). These type of models are infact capable of capture of semantic 
and contextual patterns in the text, allowing for accurate detection of harmful content. Some systems also provide a bullying 
severity score rather than a simple binary label. 

 
E. Reputation Score System 
Several approaches incorporate a user-level reputation mechanism. Each user starts with a high score that decreases with every 
detected bullying instance. The reduction may be proportional to the severity of the content, and systems often allow the score to 
recover over time if no further bullying is observed. 
 
F. Blocking Mechanism 
To prevent repeated offenses, systems may block users whose reputation scores fall below a certain threshold. This ensures 
proactive moderation and deters persistent abusive behavior. 

 
Fig.1.System Architecture 

 
G. Comparative Analysis 
 

TABLE  

 
 

V. CONCLUSION 
Distil BERTa is a highly effective model for cyberbullying detection, offering a strong balance between performance and efficiency. 
By leveraging its pre-trained language understanding and transformer-based architecture, it accurately identifies the complex and 
nuanced language often found in bullying content. 
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