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Abstract: This paper details the development and preliminary findings of a machine learning model designed to predict the 
survival rate of plantations. Drawing data from official sources, various vegetation indices were used as features for the 
predictive model. Initial results show potential, despite certain limitations, suggesting avenues for further enhancement and 
application. 
 

I. INTRODUCTION 
Plantations play a significant role in environmental conservation and economic sustenance. Predicting their survival rates becomes 
essential for sustainable development and forest management. With advancements in remote sensing and machine learning, this 
research aims to develop a predictive model using satellite imagery indices and the Gradient Boosted Trees algorithm to determine 
the survival rate of plantations. 
 

II. STUDY AREA 
The study area includes plantations done by MP Forest Department in East Chhindwara Division from 2015 to 2018.  

 
III. METHODOLOGY 

A. Data Collection 
The primary source for the research data was the Madhya Pradesh Forest Department's official portal www.mpforest.gov.in, from 
which the Plantation Survival Report and KMLs of plantations were extracted. 

 
                                                                                 Fig.1 Survival Report of Plantations 
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Fig.2 KML file of Plantations download 

 
B. Data Processing  
The KMLs are then checked for their geometrical validity and then KMLs of plantations of same year are merged to have shapefile 
containing geometries of all plantations of same year . 

 
Fig.3 KML files Processing in QGIS 
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C. Calculations 
Satellite imagery indices, including NDVI (Normalized Difference Vegetation Index), MCARI (Modified Chlorophyll Absorption 
Ratio Index), SAVI (Soil-Adjusted Vegetation Index), MSI (Moisture Stress Index), and NDWI (Normalized Difference Water 
Index), were considered. These indices provide crucial insights into vegetation health, soil moisture, chlorophyll content, and water 
stress, making them imperative for analyzing plantation survival. 
Using Google Earth Engine, the slope of these indices was determined over a five-year span to track and understand growth trends. 
The code takes input as shapefile containing geometries of all plantations of particular year and output as CSV file containing slope 
trends of all indices and plantation ID. 

 
 

 

// Improved cloud and shadow masking using the SCL band. 
var maskCloudsAndShadows = function(image) { 
  var SCL = image.select('SCL'); 
  var mask = SCL.neq(3).and(SCL.neq(8)).and(SCL.neq(9)).and(SCL.neq(10)).and(SCL.neq(2)); 
  return image.updateMask(mask); 
}; 
 
// Function to convert system:time_start metadata to a band. 
var addTimeBand = function(image) { 
  // Convert milliseconds from Unix epoch to years since 2000 for improved numerical stability 
  var yearsSince2000 = image.metadata('system:time_start').divide(1000 * 60 * 60 * 24 * 365.25).subtract(2000); 
  return image.addBands(yearsSince2000.rename('time')); 
}; 
 
// Load Sentinel-2 Surface Reflectance data. 
var collection = ee.ImageCollection('COPERNICUS/S2_SR') 
    .filterDate('2016-01-01', '2022-01-01') 
    .filterBounds(regions) // Adjust as per your requirements 
    .map(maskCloudsAndShadows); 
 
// Compute NDVI, SAVI, NDWI, MCARI, MSI for each image in the collection. 
var computeIndices = function(image) { 
  var ndvi = image.normalizedDifference(['B8', 'B4']).rename('NDVI'); 
  var savi = image.expression( 
    '((B8 - B4) / (B8 + B4 + 0.5)) * 1.5',  
    { 'B8': image.select('B8'), 'B4': image.select('B4') } 
  ).rename('SAVI'); 
   
  var ndwi = image.normalizedDifference(['B3', 'B8']).rename('NDWI'); 
  var mcari = image.expression( 
    '0.2 * (2.5 * (NIR - RED) - 1.3 * (NIR - BLUE))',  
    { 
      'NIR': image.select('B8'), 
      'RED': image.select('B4'), 
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      'BLUE': image.select('B2') 
    } 
  ).rename('MCARI'); 
   
  var msi = image.select('B11').divide(image.select('B8')).rename('MSI'); 
   
  return image.addBands([ndvi, savi, ndwi, mcari, msi]); 
}; 
 
var withIndices = collection.map(computeIndices).map(addTimeBand); 
 
// Compute the linear trend over time for each index. 
var trendNDVI = withIndices.select(['time', 'NDVI']).reduce(ee.Reducer.linearFit()); 
var trendSAVI = withIndices.select(['time', 'SAVI']).reduce(ee.Reducer.linearFit()); 
var trendNDWI = withIndices.select(['time', 'NDWI']).reduce(ee.Reducer.linearFit()); 
var trendMCARI = withIndices.select(['time', 'MCARI']).reduce(ee.Reducer.linearFit()); 
var trendMSI = withIndices.select(['time', 'MSI']).reduce(ee.Reducer.linearFit()); 
 
// Compute the slope for each region for each index 
var computeSlopesForRegion = function(feature) { 
  var slopes = { 
    'slope_NDVI': trendNDVI.reduceRegion({ reducer: ee.Reducer.mean(), geometry: feature.geometry(), scale: 10, maxPixels: 1e9 
}).get('scale'), 
    'slope_SAVI': trendSAVI.reduceRegion({ reducer: ee.Reducer.mean(), geometry: feature.geometry(), scale: 10, maxPixels: 1e9 
}).get('scale'), 
    'slope_NDWI': trendNDWI.reduceRegion({ reducer: ee.Reducer.mean(), geometry: feature.geometry(), scale: 10, maxPixels: 
1e9 }).get('scale'), 
    'slope_MCARI': trendMCARI.reduceRegion({ reducer: ee.Reducer.mean(), geometry: feature.geometry(), scale: 10, maxPixels: 
1e9 }).get('scale'), 
    'slope_MSI': trendMSI.reduceRegion({ reducer: ee.Reducer.mean(), geometry: feature.geometry(), scale: 10, maxPixels: 1e9 
}).get('scale') 
  }; 
  return feature.set(slopes); 
}; 
 
var results = regions.map(computeSlopesForRegion); 
 
// Export the results to a CSV 
Export.table.toDrive({ 
  collection: results.select(['layer', 'slope_NDVI', 'slope_SAVI', 'slope_NDWI', 'slope_MCARI', 'slope_MSI']),  
  description: 'index_trend_slopes', 
  folder: 'YOUR_GOOGLE_DRIVE_FOLDER_NAME', 
  fileNamePrefix: 'index_slopes', 
  fileFormat: 'CSV' 
}); 
 

Fig.4 Code Snippet Used 
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Fig.5 Output CSV file 

 
D. Model Creation 
Our dataset, housed within Google Sheets, encompassed 112 unique plantation records, each denoted by a Plantation ID. Each 
record detailed the slopes of satellite-derived indices, serving as predictive features for plantation survival rates. Using the "Simple 
ML for Sheets" extension, we streamlined machine learning directly within the spreadsheet, bypassing intricate coding processes. 
For the modelling: 
1) Data Labelling: Plantation survival status after 5 years, extracted from official reports, was our target variable. 
2) Feature Selection: Continuous slope values from indices like NDVI and SAVI became our independent variables, suitable for 

regression models. 
3) Model Training & Evaluation: We employed the Gradient Boosted Trees algorithm for its robustness in handling vast datasets. 

The extension facilitated automatic data partitioning for training and validation, subsequently evaluating the model's accuracy 
on unseen data. 
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Fig.6 Model Evaluation Report 

 
IV. RESULTS AND INTERPRETATION 

Of the 112 plantations analysed, the model accurately predicted the survival of 91. The overall accuracy stood at 81.25%. However, 
the research encountered a limitation in the form of the database's restricted scope, sourced from just one forest division spanning 
four years only2015 to2018. Consequently, predictions for plantations with reduced survival rates showed significant errors. 

 
V. DISCUSSION 

The model, in its present iteration, holds potential, even if the accuracy isn't at an optimal level. Its primary value lies in assisting 
field officers in identifying plantations at risk. By flagging potential failures, proactive measures can be initiated to mitigate issues. 
For future iterations, it's imperative to diversify and expand the dataset. Incorporating additional indices and geometric features 
could further enhance the model's predictive capabilities. 

 
VI. FUTURE WORK 

1) Augmenting the dataset is a priority, ensuring diverse data sources to refine the model further. 
2) New indices and geometric parameters, especially features like land surface temperature, will be considered in the updated 

model. 
3) Plans to automate the entire model are underway using platforms such as Google Colab, making the process more user-friendly. 
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