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Abstract: Emotion recognition is a significant part in designing a better Human- Computer Interaction (HCI) System. 

Increasing applications of Emotion recognition from speech has been found in Education, gaming, medicine and automobiles 

industries. And after the Covid-19 pandemic identification of human emotions and action upon is the need of the hour. In this 

paper we try to identify four emotions by training a CNN model using Manipuri speech data set. We test our model using real 

time speech signal. Our model identifies sad emotion accurately but fails to identify angry emotion.  
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I. INTRODUCTION 

Emotion is one of the significant components that express individuals’ perspective. Human voice gives data about whether the 

speaker is happy or sad without looking at the person. The emotion state ingrained in the voice is a significant component that can 

be used alongside language and text for effective communication. 

Two kinds of mediums have been recognized for human to human communication [1]: Explicit- that convey information through 

substantial message like language and Implicit- that conveys certain information, like emotions, that cannot be conveyed through 

explicit message.  For more robust human-computer interaction (HCI), the computer should be able to perceive emotional state 

similarly as we human do. For more human like interaction with machine an HCI system should have both explicit message and 

implicit emotional delivery.  

[2] Earlier we train a CNN model using Manipuri Speech data set. An accuracy of 46% was achieved in the model and   an accuracy 

of 71 % is achieved using data augmentation. A 25% improvement is obtained by using combination of augmented and synthetic 

data. The accuracy measurement that we recorded above is based on the same dataset. In this report we applied a new recorded 

audio in our model and tried to predict the emotions. We input 10 audio signals in our model and predictions have been done. We 

observed how our model performs once we apply it to a completely new dataset with different audio quality, speaker and 

background noises.  Our model does well in predicting the “sad” emotion but it has difficulty in predicting   “angry “emotion. 

 

 

II. MFCC 

MFCC  is a  prevailing  feature extraction method used  in automatic speech recognition(SER).The  coefficients are more sturdy  

and give great outcomes for noisy conditions. 

 

                                                         
Fig.1 MFCC blocks 
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A. Pre-emphasis 

 To amplify the high frequencies on the signal Pre-emphasis is used. Since higher frequencies have smaller magnitude it balance out 

the frequency spectrum . It enhances the signal-to-noise ratio (SNR). [3]The most widely used pre emphasis is first order system 

given by the equation (1): 

 

                                                                    y[n] = x[n] * 0.95 x [n-1]                 (1) 

 

B. Framing and Windowing 

Signals processing is done for a speech segment called frames of sizes typically between 20 and 40 ms [4].  

The frames are overlapped to smooth out the transitions by a predetermined size. To minimize the signal discontinuities and spectral 

distortion windowing is done in each frame Hamming window is used for this purpose, which is given by:  

 

                                                W (n) =            (2) 

 

                                          Where, 

                                          W (n) = hamming window 

                                           N= number of input Samples 

                                           n= sample input index in time domain 

 

 

C.  FFT 

Fast fourier transform(FFT) converts the frequency spectrum of each frame. Each  N sample is converted from time domain in to 

frequency domain . All  the frequencies  in a frame can be determined by using FFT. To implement discrete fourier transform  over 

a signal x(n), FFT is used which is given by[3] : 

 

 

                                                   

 

 

 (3) 

 

 

 

 

 

D. Mel Filter bank 

Mel filter bank is a set of 20 to 30 overlapped  triangular filters. It determine the energy that exist in a frame. 

Mel scale is linearly spaced below 1kHz Hz and spaced logarithemically above 1kHz 

 

 

                                                           m(f)=2595*log10(1+ f/700)                  (4) 

 

E. Discrete Cosine Transforms 

The cepstral in the frequency domain is transformed into a coefficient, specifically quefrency domain. The outcome of this operation 

is MFCC 
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III. CNN 

CNN is gaining momentum in the area of deep learning in specially in audio domain. It is a dominant model used in text and image 

recognition. CNN is also gaining attention in computer vision applications. The basic architecture of CNN is shown in Fig.2  

 

              
Fig.2 CNN architecture 

 

There are two essential parts of  convolution neural network: a) Feature extraction b) classifier .After the feature extraction from the 

audio signal it is passed to a classifier to mapped the signals into their proper classes. 

Our model is implemented using Keras model-level library with TensorFlow backend. Our model consist of 8 convolution channel 

with ReLu activation. It has 216x265 networks as input and the last layer is a dense layer or 192 neurons , followed by the classifier. 

 

IV. RESULT AND DISCUSSION 

We ran the prediction for all the ten recorded audio file and the results is recorded in the given table no.1. We observed that our 

model identify sad emotion accurately but fails to identify angry emotion. The variation in the result may be due various reasons 

like the background noise or inaccurate emotion acted by our speaker while our model is trained on data from professional actor. 

Fig.3 shows MFCC plot of different emotions and Some of the predicted emotions are shown in Fig.4 .Further improvement has to 

be done and more real time data has to be collected to test our Model. The real challenges faced in collecting the data are to record 

real time emotional data. 

 

 

Sl .No Audio No.  Input/Actual 

     emotion 

 Predicted  

  emotion 

1 Audio 1 Angry Neutral 

2 Audio 2 sad sad 

3 Audio 3 happy Neutral 

4 Audio 4 sad sad 

5 Audio 5 angry neutral 

6 Audio 6 happy happy 

7 Audio 7 sad sad 

8 Audio 8 neutral neutral 

9 Audio 9 angry happy 

10 Audio 10 happy happy 

Table 1. ACTUAL/INPUT EMOTION VS PREDICTED EMOTIONS FOR EACH AUDIO INPUT. 
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Fig.3 MFCC plots  

 

 
 

 
Fig.4 Predicted Emotions 

 

V. CONCLUSION 

In this paper we trained a CNN model using the Manipuri Speech data set. An accuracy of 46% was achieved in the model and an 

accuracy of 71 % is achieved using data augmentation. A 25% improvement is obtained by using a combination of augmented and 

synthetic data. We also observed that our model identifies sad emotion accurately but fails to identify angry emotion..Further 

improvement has to be done and more real time data has to be collected to test our Model. The real challenges faced in collecting 

the data are to record real time emotional data. The future work is to be train the model using more real time data to improve the 

accuracy. 
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