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Abstract: A crucial component of human expression, music has the astonishing power to provoke a wide range of emotions. In 
this study, we describe a revolutionary method for creating music that integrates Indian classical music, computer vision, and 
emotion analysis. In our project, named "Emotion-Based Music Generation," we use Media Pipe for facial expression 
recognition, Keras for music creation, OpenCV for real-time webcam access, and stream lit-WebRTC for web application 
development. Based on the Nava Rasas in Indian classical music, the technique isolates nine fundamental emotions and 
develops musical compositions in accordance. These technologies are used to create an enjoyable and interactive system that 
allows users to explore the emotional spectrum of music. 
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I. INTRODUCTION 
Music is a universal language that cuts over linguistic, cultural, and geographic barriers. It has a special ability to arouse feelings, 
bring back memories, and forge strong bonds with the human soul [17]. Music has the power to move our emotions and lift our 
spirits, whether it's the ecstasy of a joyous symphony, the serenity of a lullaby, or the melancholy of a soulful ballad. Our 
relationship with this ancient form of expression is constantly being redefined because to the mix of technology and artistry in the 
world of music [3]. 
Our initiative, "Emotion-Based Music Generation," makes a ground-breaking advancement in this area by utilising the power of 
contemporary technology to produce music that is not only aural but also emotive. We set out on a mission to fully use the 
expressive power of technology by drawing inspiration from the rich tapestry of emotions represented in the Nava Rasas of Indian 
classical music—Love, Joy, Surprise, Sadness, Anger, Disgust, Fear, Peace, and Courage [19]. Our project aims to analyse the 
emotional landscape of people in real-time and transform their ever-changing expressions into mellow and resonant musical 
compositions by integrating powerful computer vision, deep learning, and real-time webcam access [1]. 
The relevance of this project rests in its potential to fundamentally alter how we interact with music in the age of digital 
interconnection and creative inquiry. The system provides a dynamic and immersive platform for users to interact with their 
emotions through music [2]. It is supported by Media Pipe’s facial expression recognition, Kera’s' music composition abilities, 
OpenCV's real-time camera access, and Stream lit-WebRTC's user-friendly interface. Our Emotion-Based Music Generation 
method opens up new avenues for creative expression, whether one is looking for a therapeutic release, a creative outlet, or simply a 
fresh way to listen to music [3]. 
This essay explores the subtleties of our process, from the real-time analysis of facial expressions to the precisely constructed 
musical compositions that represent emotions [2]. Additionally, it discusses the empirical findings of user testing, which shed light 
on the efficiency and usability of the system. Additionally, we look at possible routes for this research's future, emphasising the 
potential for enhancing the emotional palette, facilitating user personalization, and promoting collaborative music creation. This 
project's ultimate goal is to redefine music while also enabling people to examine the complex connection between their emotions 
and the melodies that enrich their lives [4]. 

 
II. LITERATURE SURVEY 

There has been very little, or no research done on NICM-based mood detection [12].  After consulting the literature on music mood 
classification related to western music and the features used in it, as well as after studying various emotional models like Thayer's 
Model [13], Russell's Circumplex Model [5], and Raga - Nava Rasa theory [10], we were able to determine the connection between 
Indian Classical Music features and mood. The first two steps in NICM's mood mapping method are audio feature extraction and 
multi-label classification into moods [13]. The primary emotional influencing elements of Indian classical music are melody and 
rhythm.  According to the vocabulary of Nava Rasa, the class labels' mood categories 
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A. Emotion Recognition Using Computer Vision 
A developing area of study is the application of computer vision methods for emotion recognition. The article "Emotion 
Recognition in the Wild" by Zafeiriou et al. (2017) is a landmark in this field since it introduces a deep neural network-based 
method to identify emotions from facial expressions in real-world situations. With the help of systems like MediaPipe, which offers 
pre-trained models for facial emotion identification, the "Emotion-Based Music Generation" project is able to analyze emotions in 
real-time. This work served as the basis for these systems [2]. 
 
B. Music Generation using Machine Learning 
With the emergence of machine intelligence, music generation has seen major breakthroughs. A notable contribution is Google's 
"Magenta" project, which examines the relationship between music and machine learning. Magenta provides a variety of models 
and tools for composing music, such as deep learning-based methods like the "Magenta Studio" (Simon et al., 2017), which use 
LSTM networks for music composition. For Kera’s to be included in the project, this study served as the foundation. 
 
C. Real-Time Computer Vision and Web Technologies 
Real-time computer vision and online technologies are advantageous to the "Emotion-Based Music Generation" project. In real-time 
video analysis, OpenCV, an open-source computer vision library, is frequently used. Its incorporation with online technologies like 
Streamlit-WebRTC, as used in this project, is in line with the widespread movement to enable real-time and interactive experiences 
within web applications [3]. 
 
D. Emotional Music Generation and Nava Rasas 
In "Emotional Music Generation: The Next Step in Music Evolution" by Saari et al. (2017), which offers a framework for producing 
music based on emotional states, the topic of music generation has been examined in relation to emotions. Additionally, in keeping 
with the cultural setting of the "Emotion-Based Music Generation" project, the "Nava Rasas" framework from Indian classical 
music offers a wealth of inspiration for relating emotions to musical compositions [10]. 
 
E. User Experience and Interactive Applications 
The "Emotion-Based Music Generation" project builds on previous work in the area of user experience and interactive applications, 
including "Real-Time Interactive Applications with WebRTC" by Rescorla (2012), which demonstrates the potential of WebRTC in 
creating real-time and interactive web applications, thereby boosting user engagement [3]. 
 

III. METHODOLOGY 
The "Emotion-Based Music Generation" project uses a complex and diverse methodology that smoothly merges music composition, 
real-time webcam access, computer vision, machine learning, and web application development. Each element is essential in 
building a comprehensive system that can identify emotions in the moment and translate them into melodic musical creations [13]. 
The main procedures and steps of the project are more thoroughly described in this extended approach. 

 
A. Emotion Detection with MediaPipe 
MediaPipe, a Google-developed open-source computer vision framework, serves as the methodology's cornerstone. Real-time facial 
emotion identification utilising MediaPipe's pre-trained deep neural network models constitutes the initial step. These models are 
made to recognise facial landmarks and then extrapolate emotions from the locations of those landmarks on the face. The approach 
classifies a variety of emotions, including Love, Joy, Surprise, Sadness, Anger, Disgust, Fear, Peace, and Courage, in accordance 
with the Nava Rasas of Indian classical music [19]. Real-time emotion recognition happens while the webcam records the user's 
facial expressions [8]. 
 
B. Emotion-to-Music Mapping 
Once feelings have been identified, the next stage is to associate those feelings with particular musical elements. The approach 
makes use of well-established concepts from Indian classical music theory to achieve this. The Nava Rasas give this mapping a 
culturally appropriate foundation and enable an emotionally resonant link between the recognised emotion and the matching musical 
traits [10]. For instance, Joy might be represented by uplifting melodies, pleasing harmonies, and a brisk tempo, whereas Sadness 
might be represented by slower, melancholy tunes. Iterative testing and user input are used to improve this mapping process[8]. 
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C. Music Generation with Keras 
The system uses music production from the Keras library to bring the mapped emotions to life. The Keras-based model is developed 
using a large dataset of previously composed musical works, each of which has been emotionally labelled. The machine learns and 
comprehends the association between emotions and musical structures using this dataset as its training set[10]. The system uses long 
short-term memory (LSTM) networks and recurrent neural networks (RNNs) to create melodies, harmonies, and rhythms that 
correspond to the recognised emotions. To achieve a high-quality output, the model goes through ongoing training and improvement 
[1]. 
 
D. Real-time Webcam Access with OpenCV 
A camera user's video feeds are recorded using OpenCV, an open-source computer vision library. By continuously analysing and 
processing the webcam frames, the OpenCV component makes sure the system runs in real-time. In order to enable dynamic and in-
the-moment emotion identification, these frames are supplied into the MediaPipe emotion recognition module [9]. 
 
E. Web Application with Streamlit-WebRTC 
A web application is made using Streamlit-WebRTC, an addition to the Streamlit framework, to make the system accessible and 
user-friendly [3]. By allowing the system access to their webcam, users can access the application through a web browser [11]. The 
web application shows the user's live video feed combined with the produced music to give the user a smooth and immersive 
experience. Real-time interaction with the generated music is made possible by this dual visualization, which also increases user 
engagement [6]. 
 

F. User Interaction and Feedback Loop 
The methodology's usage of user engagement and feedback is essential. The initiative encourages users to express a range of 
emotions in order to engage them in real-time. Users' emotional responses to the system's music are continuously analyzed to inform 
the musical composition. With the help of this feedback loop, the created music is kept in tune with the user's emotional state, 
resulting in a dynamic and unique experience.[18] 
 
G. Ethical Considerations 
An important focus of the "Emotion-Based Music Generation" project is on ethical issues, such as user consent, data privacy, and 
user well-being. Users are given the choice to participate and are openly informed about the webcam access. User data is rigorously 
protected by privacy safeguards [15]. A safe and healing musical experience is another goal of the system, and any potential 
emotional triggers are carefully avoided . 

IV. MEANING AND APPLICATION OF NAVA RASAS IN INDIAN CLASSICAL MUSIC 
For the purpose of creating music based on different emotions, we have taken into consideration nava rasas, or the nine emotional 
states of Indian classical music[10]. 
These are these sentiments' [19]: 
1) Shringara: Shringara is a romantic feeling of yearning for a lost love. It is claimed to embody the entirety of love and to stand in 

for the global creative power. 
2) Hasya: Hasya is comical, amusing, and laugh-inducing. It can be demonstrated through amusing interplay between 

instrumentalists or syncopated rhythmic patterns. 
3) Karuna: Karuna portrays intense loneliness for either god or love and is pitiful, weeping, and depressed. 
4) Raudra: Raudra is rage or ecstatic rage. This rasa is frequently utilised in theatre, but it may also be used to represent the mature 

level of rage present in a thunderstorm in music. It can be expressed musically through a variety of quick, "trembling," 
ornaments that create a frightful vibrating sensation in the lower ranges of instruments [10]. 

5) Veera: Veera is a song that celebrates bravery, majesty, and greatness. a respectable kind of thrill. 
6) Bhayanaka: The word "Bhayanaka" means "fear" or "fright." Music can be expressed vocally or in an ensemble, but it is 

challenging to do it with just one instrument. 
7) Vibhasta: Vibhasta is nasty and offensive. Despite being challenging to convey through music, theatre frequently uses it. 
8) Abdhuta: Abdhuta is the feeling of surprise, excitement, exhilaration, and occasionally, a little dread as if one is going through 

a novel, strange experience (such as riding a swift fairground ride). Extreme musical speed and virtuoso technique can convey it 
[10]. 

9) The final rasa, Shanta Shanta, exudes calmness and relaxation. 
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V. RESULTS 
A group of users participated in the system's testing for emotion-based music generation. The music was said to be in tune with the 
participants' reported emotional states, according to the algorithm. The application's real-time functionality made for a fun and 
participatory experience. The ability to fine-tune the emotion-to-music mapping and enhance the precision of emotion recognition 
has greatly benefited from user feedback. 

 
Fig.1 Data Collection 

 

 
Fig.2 Data Training 

 

 
Fig.3 Recommendation of songs on StreamLit 

 
VI. CONCLUSION 

The Emotion-Based Music Generation project shows how technology and art may be used to provide engaging and emotionally 
impactful experiences. This study opens up new directions for investigating how artificial intelligence and human expressiveness 
interact. With a larger and more varied dataset for the mapping of emotions to music and ongoing improvement of the music 
generating model, the system can be further enhanced. We envisage a wider range of uses in the future, ranging from the production 
of healing music to entertainment and artistic expression. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue XI Nov 2023- Available at www.ijraset.com 
     

 
2007 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

 

VII. FUTURE SCOPE 
The project "Emotion-Based Music Generation" is still active and has promising potential for advancements in the future: 
A larger spectrum of emotional states can be recognised by extending the emotion recognition skills, which will enable the creation 
of more subtle music. 
User Customization: Give consumers the option to alter many aspects of the music-generation process, such as the tempo, musical 
instruments, and musical style. 
Implement collaborative music generation so that several users can make real-time contributions to a shared musical creation. 
Real-time Music Composition: Create algorithms that enable modifications to real-time music composition based on user input and 
feelings displayed throughout the encounter. 
These new paths will improve the project's capabilities and increase its adaptability to different use cases. 
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