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Abstract: This study presents a unified machine learning-based system for predicting multiple diseases diabetes, Parkinson’s 
disease, and heart disease through a single interface. Support Vector Machine (SVM) is used for diabetes and Parkinson’s 
prediction, while Logistic Regression handles heart disease classification. The models are trained on publicly available datasets 
and integrated into an interactive web app using Streamlit. This approach enhances diagnostic efficiency, supports early 
detection, and provides a scalable solution to assist clinical decision-making. 
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I. INTRODUCTION 
Modern healthcare systems are increasingly relying on intelligent technologies to support diagnosis and treatment. Among these, 
machine learning stands out for its ability to learn from medical data and assist in identifying health conditions. As the demand for 
quick and reliable health assessments grows, there is a clear need for automated solutions that can predict the risk of multiple 
diseases from basic input information. This project introduces a digital tool that applies machine learning techniques to forecast the 
possibility of having diabetes, Parkinson’s disease, or heart disease, all through a single application interface. The solution aims to 
provide a supportive tool for early detection and improve overall healthcare accessibility. 
The rise of machine learning in healthcare has revolutionized the way diseases are detected and predicted. As medical records and 
clinical data become more extensive and complex, conventional diagnostic approaches struggle to process and evaluate this 
information efficiently. Many existing systems are tailored to identify only one illness at a time, which can be limiting when patients 
present symptoms linked to multiple conditions. By applying machine learning, it's possible to analyze various health parameters at 
once, enabling faster and more comprehensive diagnosis that supports better patient outcomes. 
Chronic illnesses such as diabetes, Parkinson’s disease, and heart disorders are widespread and often challenging to manage without 
early detection. Early identification significantly increases the chances of effective treatment. However, most digital diagnostic tools 
are limited to detecting a single disease at a time. This constraint motivated the creation of a unified system capable of screening for 
multiple conditions simultaneously. By leveraging machine learning, this project aims to improve the speed, simplicity, and 
accessibility of disease prediction. 
This project aims to develop a web-based machine learning application to predict the likelihood of three major diseases: diabetes, 
Parkinson’s disease, and heart disease. Support Vector Machine (SVM) is used for predicting diabetes and Parkinson’s disease, 
while Logistic Regression is applied for heart disease, based on the characteristics of each dataset. The system is deployed through a 
user-friendly interface built with the Streamlit framework, ensuring ease of access and usability. 
 

II. LITERATURE SURVEY 
[1] Swaroop Sana (2024) 
Sana's work proposes a machine learning-based solution for predicting common chronic diseases such as diabetes, Parkinson’s, and 
heart disease. The paper highlights how combining SVM and logistic regression models with a simple user interface can improve 
accessibility and diagnostic accuracy. The system’s design supports non-expert users, aiming for broader usability in early disease 
detection. 
[2] Xie et al. (2021) 
This survey reviews various deep learning approaches used in health diagnostics. The authors explore how CNNs and RNNs 
manage diverse clinical data sources, identifying trends across multiple illnesses. Besides evaluating performance, they stress 
limitations related to privacy, interpretability, and the lack of standard datasets, noting these as key barriers in real-world 
deployment. 
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[3] Chen et al. (2020) 
This study investigates how machine learning techniques can be leveraged to analyze large-scale health data effectively. The authors 
examine the challenges posed by inconsistent and unbalanced datasets commonly found in real-world medical environments. They 
explore the use of various supervised learning models, including decision trees, support vector machines, and ensemble methods 
like random forests. In addition, the research highlights the importance of efficient computation and secure data handling when 
building predictive systems for clinical applications. 
[4] Choi et al. (2016) 
In this paper, Choi and team introduce "Doctor AI," a recurrent neural network model that predicts a patient’s future diagnoses based 
on historical health data. The innovation lies in its sequential learning method, which accounts for the temporal nature of clinical 
visits. It shows potential for enhancing proactive care by alerting clinicians to emerging risks earlier. 
 

III. OBJECTIVE 
The main objective of this project is to develop an integrated machine learning system capable of predicting multiple diseases 
specifically diabetes, Parkinson’s disease, and heart disease through a single platform. The system aims to enhance early detection 
by applying suitable algorithms like Support Vector Machine (SVM) and Logistic Regression based on the nature of the datasets. 
Additionally, the goal is to make the tool accessible and user-friendly by deploying it as a web application using Streamlit, thereby 
supporting faster clinical decision-making and improving patient outcomes. 
 

IV. SYSTEM ANALYSIS 
A. Existing System 
Most existing health prediction systems detect only one disease at a time, such as diabetes, Parkinson’s, or heart disease. They often 
use basic algorithms like decision trees or logistic regression and lack multi-disease integration. Data preprocessing is minimal, 
focusing mainly on simple cleaning without handling missing or noisy data, which limits their accuracy and effectiveness. 
 
B. Proposed System 
The proposed system addresses these issues by integrating the prediction of diabetes, Parkinson’s disease, and heart disease into a 
single, unified framework. It employs Support Vector Machine (SVM) algorithms for diabetes and Parkinson’s disease predictions, 
and Logistic Regression for heart disease, chosen based on dataset characteristics and diagnostic effectiveness. The system 
incorporates advanced preprocessing steps, including missing data handling, feature scaling, and feature selection, to enhance model 
performance and reliability. 
 

V. METHODOLOGY 
1) Data Collection and Preprocessing 

 Datasets for diabetes, Parkinson’s, and heart disease were obtained from publicly available sources. 
 Data preprocessing included handling missing values, feature scaling using StandardScaler, and splitting into training and 

testing sets using train_test_split. 
2) Model Selection and Training 

 Support Vector Machine (SVM) was used for diabetes and Parkinson’s prediction due to its accuracy with complex data. 
 Logistic Regression was applied to heart disease prediction as it suits binary classification problems well. 
 Models were trained using scikit-learn. 

3) Model Evaluation 
 Accuracy was calculated on both training and testing datasets using accuracy_score. 
 Predictions were tested with sample inputs to validate real-time use. 

4) Model Saving 
 Trained models were saved using the pickle library so they could be loaded later without retraining. 

5) Web Interface Development 
 Streamlit was used to create an interactive web interface for users to input their data. 
 The interface connects user input to the corresponding model and displays the disease prediction. 
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6) Integrated Prediction System 
 A single interface handles predictions for all three diseases. The system is designed to be scalable and user-friendly. 

 
VI. RESULTS AND ANALYSIS 

A. Results 

 
Fig.1 Accuracy Score of Diabetics Disease 

 

 
Fig.2 Accuracy Score of Parkinsons Disease 

 

 
Fig.3 Accuracy Score of Heart Disease 
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Fig.4 Diabetics Disease Prediction 

 

 
Fig.5 Heart Disease Prediction 

 

 
Fig.6 Parkinsons Disease Prediction 
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B. Analysis 

Table 1.Accuracy Score of Diseases 
 

VII. CONCLUSION AND FUTURE SCOPE 
This project successfully demonstrates the development of a machine learning-based system capable of predicting multiple diseases 
diabetes, Parkinson’s disease, and heart disease using a unified platform. By applying Support Vector Machine (SVM) and Logistic 
Regression algorithms, the system offers reliable and accurate predictions. The use of a Streamlit-based interface allows for easy 
interaction, making the system accessible even to non-technical users. Overall, this approach improves early detection of diseases 
and supports quicker medical intervention, making it a valuable tool in modern healthcare. 
There are several opportunities to enhance this disease prediction system in future versions. Additional diseases can be integrated 
into the platform, making it more comprehensive. The system can also be improved by incorporating real-time patient data from 
wearable devices or medical records. Using advanced algorithms like deep learning could further improve accuracy. In addition, 
deploying the model on cloud platforms will allow for wider access and better scalability, making it usable in hospitals, clinics, and 
rural health centers. 
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I 

 
Diabetes 

 
SVM Classifier 

 
76% 

 
77% 

 
II 

 
HeartDisease 

 
Logistic Regression 

 
80% 

 
81% 

 
III 

 
ParkinsonsDisease 

 
SVM Classifier 

 
72% 

 
87% 



 


