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Abstract: The increasing relevance of space tourism necessitates the development of predictive systems for ensuring passenger 

safety and transportation efficiency. This paper presents a hybrid machine learning pipeline that utilizes advanced techniques 

including feature engineering, anomaly detection (Isolation Forest), stacking classifiers, SHAP explainability, and NLP with 

transformer models to predict survival rates based on the Spaceship Titanic dataset. Additionally, we propose an Augmented 

Reality (AR) simulation tool to enhance passenger experience and operational preparedness. Our methodology achieves robust 

predictive performance, improved model interpretability, and practical integration for real-time space tourism applications. 

Index Terms: Space Tourism, Ensemble Learning, SHAP, NLP, AR Simulation, Isolation Forest 

 

I.   INTRODUCTION 

In recent years, space tourism has transitioned from science fiction to a tangible commercial reality. With ventures like SpaceX and 

Blue Origin leading the way, the demand for intelligent, data-driven systems to ensure passenger safety and improve travel 

experience has grown. This paper proposes a hybrid machine learning (ML) pipeline tailored for space tourism risk assessment 

using the synthetic 'Spaceship Titanic' dataset. The dataset includes both structured and unstructured data, simulating a catastrophic 

event and the need to predict which passengers were 'transported.' Our pipeline integrates ML techniques, NLP features, anomaly 

detection, and SHAP-based interpretability to ensure predictive accuracy and transparency. 

 

II.   LITERATURE REVIEW 

A. Classical Survival Modeling: Traditional survival prediction models using Titanic data have laid the groundwork for 

understanding demographic and behavioral indicators in critical scenarios. B. Space Tourism: Emerging studies highlight the need 

for robust safety analytics in commercial space travel. C. Ensemble Learning: Stacking methods improve model generalization by 

combining diverse base learners. D. NLP in Tabular Data: Embedding categorical text using transformers enhances the semantic 

richness of features. E. Explainable AI: SHAP values are effective in making complex model predictions interpretable. 

 

III.   METHODOLOGY 

Our approach involves several key components: 

1) Data Preprocessing: Missing values were imputed using median/mode strategies; cabin features were decomposed. 

2) Feature Engineering: Includes derived features like TotalSpending and group identifiers. 

3) NLP Feature Extraction: Transformer models generated semantic embeddings from categorical fields. 

4) Anomaly Detection: Isolation Forest algorithm flagged inconsistent records. 

5) Stacking Classifier: Combined Random Forest, LightGBM, and SVM with Logistic Regression as meta-learner. 

6) SHAP Explainability: Enabled both global and local interpretations of model predictions. 

 

IV.   EXPERIMENTAL RESULTS AND ANALYSIS 

The model achieved 82–84% accuracy and an AUC of ~0.85 using stratified K-fold cross-validation. SHAP analysis revealed 

CryoSleep, TotalSpending, and Age as the top features. An ablation study showed a 3–5% drop in performance when NLP features 

were excluded, affirming their contribution. Confusion matrices and SHAP force plots highlighted both strengths and 

misclassifications, guiding further refinement. 
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V.   AR SIMULATION AND PRODUCT POTENTIAL 

We propose an AR-based simulation to visualize and interact with passenger data, risk predictions, and spaceship layout. 

Applications include: 

1) Safety training for crew. 

2) Passenger experience enhancement. 

3) Real-time decision support during missions. 

4) Stakeholder engagement through immersive demonstrations. 

The system leverages Unity and RESTful APIs for rendering and integration. 

 

VI.   DISCUSSION 

The integration of ensemble modeling and explainable AI techniques has demonstrated improved predictive accuracy and 

interpretability in forecasting transportation outcomes for space tourism. The stacking ensemble outperformed individual models, 

highlighting the efficacy of combining diverse algorithms. SHAP analysis provided valuable insights into feature contributions, 

enhancing the model's transparency. 

The AR module offers a novel approach to visualizing predictive outcomes, facilitating better understanding and decision-making 

for stakeholders. By simulating passenger experiences and risk scenarios, the AR tool serves as both an educational and operational 

asset. 

Future work may involve real-time data integration, expanding the AR module's capabilities, and exploring the model's applicability 

to other domains within the aerospace industry. 

 

VII.   CONCLUSION 

This study presents a hybrid ML pipeline integrating ensemble modeling, SHAP, and NLP with AR simulation to enhance space 

tourism safety and prediction transparency. Our results highlight the effectiveness of a multimodal, explainable AI approach and 

demonstrate practical applications for immersive safety visualization. 

 

VIII.   FUTURE WORK 

While the proposed hybrid machine learning and AR-integrated pipeline shows strong performance and interpretability, several 

areas remain open for enhancement: 

A. Real-World Dataset Integration 

The Spaceship Titanic dataset is synthetic. Future iterations of this work should aim to collaborate with aerospace agencies or 

commercial space tourism companies to access anonymized real passenger or simulation data for real-world validation. 

 

B. Time-Series and Dynamic Modeling 

Incorporating time-based data such as passenger health vitals over time, service usage logs, or cabin environment conditions could 

enhance predictive power using recurrent models like LSTMs or transformers tailored for time-series. 

 

C. Real-Time AR Feedback Systems 

Extending the AR component to provide live mission analytics—including real-time anomaly alerts or passenger guidance—can 

shift the simulation from passive training to active safety assistance during actual flights. 

 

D. Ethical AI and Bias Monitoring 

Future development must integrate ethical auditing tools to detect bias based on demographics or socioeconomic markers. This 

includes using fairness metrics and differential impact analysis to ensure that safety predictions are equitable and inclusive. 

 

E. Multi-User Simulation Environments 

A collaborative AR training platform for crew and passengers could simulate coordinated actions during emergency events, 

improving preparedness and mission success rates. 
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X.   APPENDIX: FIGURES AND VISUALIZATIONS 

 
Figure 1. Sample of Passenger Data 

 

This figure shows a snapshot of the dataset containing features such as PassengerId, HomePlanet, CryoSleep, and spending 

behavior. These attributes form the basis for survival prediction modeling. 

 
Figure 2. Summary Statistics of Numerical Features 

 

A statistical summary of key numerical variables like Age, RoomService, FoodCourt, and TotalSpending. These summaries inform 

imputation strategies and feature scaling. 

 
Figure 3. Distribution of VIP Status by HomePlanet 
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A bar chart showing the relationship between VIP passengers and their home planets, indicating socioeconomic or demographic 

clusters. 

 
Figure 4. Boxplot of Passenger Age 

 

This visualization helps identify the age distribution across passengers, highlighting outliers and skewness, and informing binning 

strategies. 

 
Figure 5. Correlation Matrix of Dataset Features 
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A heatmap showing Pearson correlation among numeric features. It reveals multicollinearity, feature interactions, and redundancy. 

 
Figure 6. Confusion Matrix for Stacked Model 

 

This confusion matrix summarizes the model's classification performance, showing true positives (325), true negatives (368), false 

positives (90), and false negatives (87). It highlights good separation between the 'Transported' and 'Not Transported' classes, with a 

slight imbalance in false predictions. 

 
Figure 7. SHAP Summary Plot for Feature Importance 

 

This SHAP summary plot visualizes the impact of each feature on the model's predictions. Features are ranked by importance, and 

color gradients represent feature values. The spread along the X-axis indicates the extent to which each feature influences the model 

output. 
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visual diagram of the machine learning pipeline 
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