
 

13 V May 2025

https://doi.org/10.22214/ijraset.2025.70755



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 

                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 13 Issue V May 2025- Available at www.ijraset.com 

     

 
3291 © IJRASET: All Rights are Reserved |  SJ Impact Factor 7.538 |  ISRA Journal Impact Factor 7.894 |  

Evaluating Deep Learning Techniques for Early 

Detection of Glaucoma 
 

Kirushnakand N, Karthic V, KarthickRaja K, Vijayalakshmi S

Abstract: The goal of this study is to apply sophisticated computational methods to identify glaucoma, a major cause of vision 

impairment. The system analyzes ocular pictures to identify patterns suggestive of glaucoma using convolutional neural 

networks (CNN) and deep learning architectures like ResNet, VGG, EfficientNet, MobileNet, and DenseNet. The method 

improves classification accuracy by using optimized neural network topologies and organized datasets. A variety of 

preprocessing methods guarantee that the input data is refined, which enhances model performance. The framework is intended 

to support clinical decision-making by aiding in early detection. This study aims to increase the accuracy and efficiency of 

diagnostics by showcasing the possibilities of automated analysis in ophthalmology. 
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I. INTRODUCTION 

If not detected early on, glaucoma, a disorder that affects the optic nerve, can cause severe vision loss. Manual evaluation is a 

common component of traditional diagnostic techniques, although it can be laborious and subjective. Computational methods have 

been created to improve detection efficiency and accuracy in order to overcome this. This research analyzes ocular pictures for 

glaucoma classification using deep learning models, such as Convolutional Neural Networks (CNN), in conjunction with 

architectures including ResNet, VGG, EfficientNet, MobileNet, and DenseNet. Accurate feature extraction and classification are 

guaranteed by the use of efficient neural networks and structured data processing. The suggested strategy focuses on honing image 

processing methods to increase the precision of detection. This study intends to contribute to automated diagnostic breakthroughs by 

utilizing deep learning methods to provide a systematic and efficient framework for medical picture analysis. 

 

A. Glaucoma Detection 

The process of detecting glaucoma entails methodically examining eye pictures to find trends linked to alterations in the optic nerve. 

In order to extract pertinent information and categorize photos according to structural changes, this method depends on 

computational algorithms. The strategy makes use of deep learning and machine learning techniques to increase classification 

accuracy. The detection mechanism can distinguish between normal and impacted circumstances by using feature extraction and 

augmentation approaches. Improving image processing techniques is essential to boosting dependability. By integrating 

sophisticated algorithms, the reliance on subjective evaluation is lessened, improving the accuracy of pattern recognition. 

 
Figure 1. Glaucoma Detection 

 

B. Deep Learning 

A sophisticated area of artificial intelligence called deep learning imitates the composition and operation of neural networks. It is 

intended to facilitate effective representation learning by processing intricate patterns over a number of hierarchical layers. To 

increase classification accuracy, deep learning models convert unprocessed input into abstract features. Through iterative learning 

processes, these models modify their parameters, improving their capacity to identify intricate patterns. The network is appropriate 

for difficult applications because of its depth, which allows high-level properties to be extracted. Deep learning is an effective tool 

for many analytical tasks because of its capacity to handle enormous volumes of both organized and unstructured data. 
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Figure 2. Deep learning 

 

C. Convolutional Neural Networks  

A family of deep learning models called Convolutional Neural Networks (CNN) was created especially for the analysis of picture 

data. They preserve local structures in images by using convolutional layers to capture spatial interactions between pixels. 

Convolutional, pooling, and fully connected layers are among the several layers that make up these networks, and they cooperate to 

process and categorize visual data. By concentrating on pertinent areas inside an image, feature maps produced by convolution 

operations assist in spotting important patterns. CNNs' weight-sharing feature preserves accuracy while lowering computational 

complexity. CNNs efficiently improve classification performance by fine-tuning model designs and improving filter sizes. 

 

D. Image Classification 

The process of labeling photos using discovered patterns and extracted features is known as image classification. It uses 

preprocessing methods to increase feature representation and image quality. To distinguish between various groups, different 

classification algorithms examine structural characteristics, color variations, and pixel distributions. The method uses statistical 

models and mathematical changes to arrange photos into meaningful categories. Techniques for feature extraction, like texture 

analysis and edge detection, help achieve more precise classification. The system's capacity to identify differences inside images is 

enhanced by optimized learning strategies, which raises the total prediction accuracy. 

 

II. LITERATURE REVIEW 

In this research, Muhammad Aamir et al. have suggested One common cause of blindness is glaucoma, an eye condition brought on 

by damage to the retina. The majority of the existing examination methods are excessively lengthy and need manual guidance to 

operate. In order to diagnose glaucoma, we presented a multi-level deep convolutional neural network (ML-DCNN) architecture in 

this work using retinal fundus pictures. From the nearby hospital, we gathered a database of retinal fundus photos. An adaptive 

histogram equalization pre-processes the fundus images to lower image noise. Two phases of feature extraction and classification 

are employed by the ML-DCNN architecture: detection-net, which is used for glaucoma detection, and classification-net, which is 

used to classify affected retinal glaucoma images into three groups: Advanced, Moderate, and Early. Using 1338 retinal glaucoma 

images, the suggested model's performance is evaluated using many statistical variables, including sensitivity (SE), specificity (SP), 

accuracy (ACC), and precision (PRE). PRC of 98.2%, ACC of 99.39%, SP of 98.99%, and SE of 97.04% are typically attained [1].  

In this study, Issam Boukhennoufa et al. have suggested The second leading cause of death worldwide is a cerebrovascular event or 

stroke. It can cause paralysis, sensory damage, and severe disability if it is not fatal. Rehabilitation is crucial in helping survivors 

restore their independence, acquire lost skills, and improve their quality of life. As technology has advanced, researchers have 

developed new ways to help clinicians monitor and evaluate their patients, as well as make physiotherapy accessible to everyone. 

This review's goal is to evaluate the latest advancements in post-stroke rehabilitation by utilizing wearable technology to gather data 

and machine learning algorithms to evaluate the workouts. The PRISMA principles for systematic reviews were adhered to in order 

to accomplish this. We conducted an electronic search using Scopus, Lens, PubMed, Science Direct, and Microsoft Academic. Peer-

reviewed publications from 2015 to August 2021 that used sensors in post-stroke therapy were considered. Included were thirty-

three papers that assessed patients using wearable sensors. In light of this, we have put up a taxonomy that splits the evaluation 

methods into three groups: clinical assessment emulation, movement classification, and activity recognition [2].  
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In this study, Hyeonsung Cho et al. have suggested A deep learning ensemble approach to automatically grade glaucoma phases 

based on severity was created and assessed in this study. The final dataset, which included 3,460 fundus photos from 2,204 patients, 

was split into three classes: unaffected controls, early-stage glaucoma, and late-stage glaucoma, following cross-validation by three 

glaucoma specialists. The glaucoma patients were categorized using the usual automated perimetry mean deviation value. We 

created an ensemble method to combine many modeling results and obtain the optimum performance by modeling 56 convolutional 

neural networks (CNN) with various properties. In comparison to the best single CNN model, which has an accuracy of 85.2% and 

an average area under the receiver operating characteristic of 0.950, the suggested method performs noticeably better in classifying 

glaucoma stages with an accuracy of 88.1% and an average area under the receiver operating characteristic of 0.975. The suggested 

approach has a lower false negative than the best single CNN model, which is the least nearby misprediction [3]. 

In this research, Ying Xue et al. have proposed The primary cause of irreversible blindness is glaucoma, and managing glaucoma 

requires early detection and prompt treatment. However, a single trait alone is currently insufficient for tracking the advancement of 

glaucoma because of the interindividual diversity in the characteristics of glaucoma onset. The development of more accurate and 

thorough diagnostic techniques is desperately needed. In order to categorize glaucoma into four severity categories, we suggested a 

multi-feature deep learning (MFDL) approach based on intraocular pressure (IOP), color fundus photographs (CFP), and visual field 

(VF). We created a three-phase paradigm that includes screening, detection, and classification for glaucoma severity diagnosis 

ranging from coarse to fine. We evaluated it on separate 240 samples from 185 patients after training it on 6,131 samples from 3,324 

individuals. According to our findings, MFDL outperformed CFP-based single-feature deep learning (CFP-DL, accuracy of 0.483 

[0.420–0.547]), VF-based single-feature deep learning (VF-DL, accuracy of 0.725 [0.668–0.782]), and direct four classifications 

deep learning (DFC-DL, accuracy of 0.513 [0.449–0.576]) with an accuracy of 0.842 (95 % CI, 0.795–0.888). Compared to eight 

juniors, its performance was statistically substantially better. Additionally, it performed similarly to two glaucoma experts (0.842 vs. 

0.854, p = 0.663; 0.842 vs. 0.858, p = 0.580) and better than three seniors and one expert [4].  

In this study, Joost van Amersfoort et al. have suggested We suggest a technique for training a deterministic deep model that uses a 

single forward pass to identify and reject out-of-distribution data items at test time. Deterministic uncertainty quantification (DUQ), 

our method, expands on concepts of RBF networks. We match the accuracy of softmax models by scaling training in these using a 

unique centroid update approach and loss function. We can consistently identify out-of-distribution data by employing a gradient 

penalty to enforce detectability of input changes. On significant challenging dataset pairs like FashionMNIST vs. MNIST and 

CIFAR-10 vs. SVHN, we outperform or match Deep Ensembles in out of distribution detection using a single model, and our 

uncertainty quantification scales well to big datasets. We presented Deterministic Uncertainty Quantification (DUQ), a 

straightforward technique that uses a deep neural network to obtain uncertainty in a single forward pass. Tests reveal that our 

approach outperforms the more computationally costly Deep Ensembles in some situations and is competitive in others [5].  

 

III. EXISTING SYSTEM 

Because it can cause irreversible visual loss, glaucoma is a serious global public health concern. Stopping the course of visual field 

degradation requires prompt identification. Deep neural networks (DNNs) have gained popularity in medical imaging in recent years 

because of their capacity to recognize patterns. In order to capture the uncertainty associated with the classifications, this study 

presents a new computer-aided diagnosis (CAD) system for glaucoma detection based on deep learning (DL) algorithms. It does this 

by extracting meaningful features from retinal fundus images (RFIs) and using uncertainty quantification (UQ) models, such as 

ensemble Bayesian, ensemble Monte Carlo dropout (EMCD), and Monte Carlo dropout (MCD), to generate both point estimates 

and confidence values for the outputs. Well-known clinical datasets are used to validate the suggested framework, and thorough 

performance metrics like expected calibration error (ECE), entropy analysis, and a multi-criteria UQ assessment are used to assess 

the outputs' dependability. With uncertainty accuracies of 97.64%, 97.26%, and 98.97% for the "ACRIMA," "RIM-ONE-DL," and 

"ORIGA" datasets, respectively, experimental findings show the ensemble model's superiority.  

IV. PROPOSED SYSTEM 

The suggested approach uses cutting-edge deep learning techniques to improve the recognition of patterns in ocular images. In order 

to extract and evaluate pertinent information from images, it combines Convolutional Neural Networks (CNN) with designs 

including ResNet, VGG, EfficientNet, MobileNet, and DenseNet. To ensure high accuracy in the identification process, the system 

goes through several stages, such as feature extraction, classification, and data preprocessing. To increase model performance, 

preprocessing techniques are used to reduce noise and improve image quality. Structured training and validation procedures 

optimize the accuracy of the deep learning models. This method contributes to improved classification capabilities by providing an 

effective and methodical approach to feature recognition. 
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Figure 1 System  Architecture 

 

A. Load Data 

Collecting organized datasets with the visual representations needed for analysis is the first step. To guarantee uniformity in format 

and organization, the data is arranged methodically. Effective processing is made possible by proper structure, which enables 

computational models to identify significant patterns. This stage guarantees that the data is ready for additional processing and 

examination. 

 

B. Pre-processing 

By improving input photos, preprocessing techniques are used to improve the quality of the data. To enhance feature representation, 

this involves normalization, noise reduction, and structural modifications. Better model performance is achieved by minimizing 

needless variations through the use of preprocessing techniques. In classification tasks, well-processed data helps to increase 

accuracy and consistency. 

 

C. Feature Extraction  

Computational methods are used to find and extract important features from structured data. Convolutional Neural Networks (CNN) 

are used to maintain structural information and capture spatial hierarchies. Activation functions add non-linearity, pooling layers 

lower dimensionality, and convolutional layers identify patterns. Effective extraction techniques minimize duplicate information 

while preserving crucial details. This stage is essential for improving computational models' capacity to identify significant 

structures. 

 

D. Training And Testing 

Computational models are trained on labeled data as part of an organized learning process. To maximize feature learning and 

classification, CNN-based architectures like ResNet, VGG, EfficientNet, MobileNet, and DenseNet are used. Model parameters are 

modified during training with the use of optimization methods such as Adam or Stochastic Gradient Descent (SGD). A different 

collection of structured data is then used to evaluate the performance of the trained models. The models' ability to generalize to new 

patterns outside of the training dataset is guaranteed by this phase. 

 

Collection 

of Data set  
 

Pre-

Processing 
 

Feature 

extraction  

 

Training 

and 

testing 
 

Model 

selecti

on 
 

Model 

evalua

tion 

 

Output 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 

                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 13 Issue V May 2025- Available at www.ijraset.com 

     

 
3295 © IJRASET: All Rights are Reserved |  SJ Impact Factor 7.538 |  ISRA Journal Impact Factor 7.894 |  

E. Model Evaluation  

Using a variety of performance criteria, the trained models' efficacy is evaluated in the last stage. To assess classification reliability, 

F1-score, recall, accuracy, and precision are calculated. The effectiveness of various model architectures is assessed through 

comparative analysis. This assessment guarantees that the system delivers precise categorization results and satisfies intended 

performance objectives.  

 

V. ALGORITHM DETAILS 

A. Convolutional Neural Networks (CNN) 

CNN is a deep learning architecture intended for feature extraction and picture categorization. It is composed of fully connected 

layers that do classification, pooling layers that reduce dimensionality, and convolutional layers that use filters to find patterns. 

ReLU and other activation functions improve feature learning by introducing non-linearity. 

Formula for Mathematics (Convolution Operation): ܼ (݅,) = ∑݉∑݊ܺ (݅ + ݉, ݆ + ݊) ⋅ܭ (݉, ݊) Z(i,j)= m ∑ X(i+m,j+n)⋅K(m,n) n∑ 

Where: ܼ (݅,݆) 
Z(i,j) = Feature map output 

X(i+m,j+n) = Input image pixels ܺ(݅ +ϝ,݆ +݊) ܭ (݉,݊) 

K(m,n) = input kernel/filter applied 

 

B. RESNET  

By including residual learning, ResNet enables networks to train more deeply without experiencing problems with disappearing 

gradients. In order to avoid degradation in deeper designs, it uses skip connections, also known as identity mappings, to transfer 

information directly between levels. 

Formula for Mathematics (Residual Learning Block): ݔ + ({ܹ݅} ,ݔ) ܨ = (ݔ) ܪ 

F(x,{W i })+x = H(x) 

Where: 

 (ݔ)

H(x) = The leftover block's output ({ܹ݅} ,ݔ) ܨ 

F(x,{W i}) = Convolutional layer-based  

transformation 

x = Data sent via the skip connection 

 

C. VGG 

VGG is a CNN-based model that captures intricate hierarchical information by stacking tiny convolutional filters (3 × 3 × 3) in 

many layers. To increase accuracy, it places a strong emphasis on deep networks with consistent filter sizes. 

The stacking convolutions mathematical formula is: ܼ = ܴ݁ܮϝ (ܹ ∗ܺ + ܤ) 

Where Z=ReLU(W∗X+B) 

W is the convolution filters' weight matrix. 

X is the input picture, B is the bias, and ∗ is the convolution operation, ܴ݁(ݔ) = max   (0,ݔ) 

ReLU(x)=max(0,x) (Linear Activation Function Rectified) 

 

D. Efficientnet 

EfficientNet balances depth, width, and resolution scaling to maximize network performance. All three dimensions—network depth, 

width, and image resolution—are proportionately altered through the application of compound scaling. 

Formula for Mathematics (Compound Scaling): 
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The formula ݀݁ݐℎ = ݐ݀݅ݓ ,݀ߙℎ = ݀ߛ = ݊  ݅ ݐ ݑ ݈ ݏ݁ݎ ,݀ߚ 

Resolution = γ d, breadth = β d, and depth = α d 

Where: 

d = Scaling factor; ߛ ,ߚ ,ߙ α, β, γ = Scaling coefficients 

 

E. MOBILENET 

In order to reduce computational complexity, MobileNet, a CNN architecture, uses depthwise separable convolutions rather than 

normal convolutions. 

Depthwise Separable Convolution mathematical formula: 

X = (X∗D)∗P Z = (X∗D)∗P 

Where: 

X = Input picture 

D = Convolution filter for depthwise 

Pointwise convolution filter (P)  

 

F. DENSENET 

DenseNet introduces dense connection, in which all previous levels provide input to each layer. By increasing gradient flow and 

decreasing the number of parameters, this structure improves feature reuse. 

Formula in Mathematics (Dense Connectivity): ([1−݈ݔ ,..,1ݔ,0ݔ]) = ݈ݔ 
x l = H l ([x 0,x 1,...,x l−1 ]) 
Where: 

Layer l's output is represented by ݈ݔx l, while layer H l is the transformation function (convolution, batch normalization, activation). 

 [1 − ݈ ݔ ,..,1 ݔ ,0 ݔ]
[x 0, x 1,...,x l−1 ] = All of the earlier layers' concatenated outputs 
 

VI. RESULT ANALYSIS 

The suggested system is evaluated by evaluating its model efficiency, feature extraction ability, and classification accuracy. The 

efficiency of several deep learning architectures in spotting patterns is examined, including Convolutional Neural Networks (CNN), 

ResNet, VGG, EfficientNet, MobileNet, and DenseNet. To guarantee accurate data representation, the effect of preprocessing 

methods on model performance is investigated. The reliability of categorization is assessed using performance indicators including 

F1-score, precision, and recall. Comparative research reveals gains in computing efficiency and detection accuracy, highlighting the 

benefits of the suggested strategy. The methodical evaluation attests to the system's ability to improve classification accuracy and 

support automated analysis. 
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VII. CONCLUSION 

In summary, this experiment shows how well deep learning methods work to analyze ocular images and find patterns linked to 

glaucoma. Through the use of optimal neural network designs and organized datasets, the system improves model performance and 

classification accuracy. More accurate identification is made possible by the incorporation of preprocessing procedures, which 

guarantee refined input data. The suggested approach demonstrates how automated analysis can support decision-making 

procedures, increasing the effectiveness and dependability of classification. The study highlights how important sophisticated 

computational techniques are for increasing accuracy and helping to create more potent diagnostic techniques. 
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VIII. FUTURE WORK 

In order to increase classification accuracy and computing efficiency, future developments of this system can concentrate on 

refining deep learning models. To improve feature extraction and lessen the influence of irrelevant data, sophisticated preprocessing 

approaches might be used. By identifying more intricate patterns, the use of additional deep learning architectures may improve 

classification performance even further. Investigating hybrid models that blend several network architectures may result in better 

decision-making and feature representation. To assess how various optimization strategies affect model performance, more research 

can be done. The system's ability to adapt to various circumstances can be improved by growing the dataset with a variety of 

changes. The goal of these enhancements is to increase the efficiency of deep learning applications in the classification of structured 

images. 
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