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Abstract: Hepatocellular carcinoma (HCC) is the most common type of primary liver cancer. Hepatocellular carcinoma occurs 
most often in people with chronic liver diseases, such as cirrhosis caused by hepatitis B or hepatitis C infection. Early detection and 
accurate predictive analysis play a pivotal role in the totality of the human population and are of extreme importance for 
enhanced life expectancy. With the advent of computation, there are well-defined publicly available datasets that can be 
leveraged for an accurate and temporarily efficient understanding of HCC. There exists preliminary work on these data samples 
that leverage classical machine learning algorithms, however, the state of the art is heavily skewed towards the deep neural 
networks. To improve the existing approaches, this paper seeks to leverage Gaussian Dropout, a variant of the standard dropout, 
for its remedial action on overfitting and related qualities. The pipeline is also tested and experimented with Adadelta, to 
obtain the applicability of these additions to a standard feed-forward network. These experiments and the methodologies 
considered for appendage to the baseline network are thoroughly assessed and validated by using the accepted metrics on an 
iteratively imputed dataset on multiple train-test data distributions. 
Keywords: Hepatocellular carcinoma, Gaussian Dropout, Adadelta, overfitting, Multi-Layered Perceptron (MLP), Adam 
optimization technique 
 

I. INTRODUCTION 
Hepatocellular carcinoma (HCC) is the most common primary liver malignancy and is a leading cause of cancer-related death 
worldwide [1]. The numerous risk factors for developing hepatocellular carcinoma (HCC) include alcoholic cirrhosis, infection with 
either Hepatitis C or Hepatitis B, Wilson disease, hemochromatosis, and substances that cause hepatocellular cancer such as 
aflatoxin [1]. Hepatocellular carcinoma accounts for more than 90 percent of serious liver dis- orders and is the sixth most often 
tested for malignancy.  
Clinicians evaluate the course of treatment for each patient based on evidence-based medicine, which may or may not apply to a 
specific patient due to the organic variability that exists across individuals. Throughout a long period, and particularly concerning 
the example in the case of hepatocellular carcinoma, certain examination considerations have been developing methodologies for 
assisting clinicians in dynamics Supported by organization x [1].  
These methodologies make use of computational techniques to separate information from medical information. With the current 
advancements in the field of machine intelligence, many tasks can be computed with autonomy and with suitable accuracy, these 
technologies have shown superlative results in many fields like remote sensing [16], cyber forensics [20], and the related field of 
bioinformatics [5]. It can be intuitively said that machine learning methods can anticipate the danger of HCC advancement with 
high accuracy [17].  
These methodologies can improve medical choice by contributing less tedious yet precise and viable early expectations of fibrosis 
and liver disease. Utilizing artificial intelligence and factual examination to foresee and perceive designs in huge datasets, machine 
learning methods can be utilized to anticipate hepatic maladies [26]. 
By heavily assessing and understanding the recent literature this paper strives to empirically analyze novel functional additions to a 
normal feed-forward neural network or a Multi-Layered Perceptron (MLP) [5], these experiments shall show- case a novel analysis 
for estimating an important subdomain of the HCC predictive computation, that is the survivability prognoses [17]. The paper mainly 
focuses on testing the applicability and societal implications of two deep learning methodologies, Gaussian Dropout [10] and 
Adadelta [27] [19]; they are thoroughly compared against the current frequent variants and methodologies in bioinformatics and other 
associated domains. The other tested methodologies for validation of the intuitions contain the standard dropout [18] methods and the 
Adam optimization technique as depicted in [2]. The structure of this paper is divided into four more sections, the related work or the 
literature survey, the methodology section, which is followed by the empirical analysis, and the inferred conclusion. 
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II. RELATED WORK 
This section offers a condensed description of the available recent and relevant literature for a better understanding of the role of 
predictive analysis in hepatocellular carcinoma.  
The research conducted at Taipei Medical University [15] proposed a study to construct a deep learning model that would use the 
trend and severity of each medical event from the electronic health record to reliably predict which patients would be diagnosed with 
HCC in one year by using convolutional neural networks.  
The article [24] presented a comparative study between regression analysis and various machine learning methodologies on a dataset 
collected from 442 different patients with Child A or B cirrhosis at the University of Michigan between January 2004 and September 
2006.  
The article [3] relied on the Inception-V3 technology for predictions based on histopathology images. The paper [6] offered an in-
depth review of traditional machine learning algorithms and various deep learning algorithms for HCC, further motivating this paper 
and the use of artificial neural networks, the paper also explained the utilities of various algorithms like Fuzzy Support Vector 
Machines and CART.  
The article [11] also leveraged the paradigm of deep learning with an emphasis on Mask R-CNN for HCC and achieved a sensitivity 
of 84.8% with 4.80 false positives per CT scan on the test set. The paper [8] leveraged a dataset for 4423 CHC patients and several 
machine learning techniques like regression and decision trees to build HCC classification models for predicting HCC presence, and 
achieved an overall accuracy between 93.2% and 95.6%.  
The article [22] also proposed the domain of machine learning with a study on clustering algorithms and SMOTE for HCC, and 
further justified the research present in the scope of this paper. Other relevant works concerning HCC include a critical review of ma- 
chine learning and predictive algorithms for estimating the therapeutic outcome of hepatocellular carcinoma [29], and the paper [23] 
which worked for diagnostic assistance. 
The research presented here leverages Adadelta, the use of which is heavily inspired by the paper [27], the algorithm Adadelta 
dynamically adapts over time using only first-order information and has a minimal computational over- head beyond vanilla 
stochastic gradient descent, the constituent methodologies implicate a strong intuition for developing a superlative predictive neural 
architecture.  
The use of Adadelta is also justified in the paper [19] which showed significant utilities for Pantograph and Catenary Comprehensive 
Monitor Status Prediction. This research also leverages Gaussian dropout as a regularization layer which has also depicted utility in 
the recent literature [12]. 

 
III. METHODOLOGY 

The scope of this paper contains novel experiments on HCC survivability pre- dictions by enhanced or appended feed-forward neural 
networks. As depicted in the sections the primary experiments revolve around the use of dropout and the gaussian gate version of the 
original, along with a comparative analysis of the available optimizers to obtain the best possible combination and the highest relative 
utility of the same. This section is further divided into the dataset and the MLP subsections, the former explaining the attributes and 
the data distribution and the latter concentrates on the underlying functionalities of the neural architectural strategies. 
 
A. Dataset 
The dataset used in this study is publicly available and has been used in the paper [17] and is available by the source [4]. The dataset 
in its totality contains detailed information or a total of 49 usable attributes for 165 patients. The features have been chosen following 
the EASL-EORTC Clinical Practice Guidelines, which represent the current state of the art in the management of HCC. This was 
done in collaboration with a group of clinicians from CHUC’s Service of Internal Medicine A. The guidelines were developed by the 
EORTC (European Organization for the Research and Treatment of Cancer) and EASL (European Association for the Study of the 
Liver) [17].  
This dataset contains the clinical characteristics that are thought to be the most important to the decision-making process that 
physicians go through when selecting the most appropriate therapy options and forecasting their results for each patient [17]. 
There are mainly two types of attributes, qualitative and quantitative, the former can be further bifurcated by the dichotomous and 
ordinal scale types, and for the latter, there exists only one subtype which is the ratio category. The detailed descriptions of the 
qualitative dichotomous attributes are mentioned in table 1. The ordinal variables are ‘Performance status’, ‘Encephalopathy’, and 
‘Ascites’ with ranges ‘0,1,2,3,4’, ‘1,2,3’, and ‘1,2,3’ and percentage missingness as 0, 0.61, and 1,21 respectively [17]. 
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TABLE I 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1: The prognostic factors or features which have a range of 0/1 and their corresponding percentage missing values. The 
information about the other data format for the quantitative type and the ratio subtype has been elaborated thoroughly in table 2. The 
overall missing data can be understood as a 10.22% portion of the whole dataset, and only 4.85% of all patients have a complete set 
of information [17]. 

TABLE III 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Prognostic factors Percentage Missing Values 
Liver metastasis 2.42 
Radiological hallmark 1.21 
AHT 1.82 
CRI 1.21 
HIV 8.48 
NASH 13.33 
Portal hypertension 6.67 
HBsAg 10.3 
HBeAg 23.64 
HBcAg 14.55 
HCVAg 5.45 
Esophageal varices 31.52 
Splenomegaly 9.09 
Cirrhosis 0 
Symptoms 10.91 
Diabetes 1.82 
Alcohol 0 
Obesity 6.06 
Gender 0 
Endemic countries 23.64 
Smoking 24.85 
Portal vein thrombosis 1.82 
Hemochromatosis 13.94 

Prognostic Factors Percentage Missing Values Range 
AFP 4.85 1.2––1,810,346 
Age at diagnosis 0 20–93 
Albumin 3.64 1.9–4.9 
ALP 1.82 1.28–980 
ALT 2.42 11–420 
AST 1.82 17–553 
Creatinine 4.24 0.2–7.6 
Dir. bil 26.67 0.1–29.3 
Ferritin 48.48 0–2230 
GGT 1.82 23–1575 
Grams/day 29.09 0–500 
Hemoglobin 1.82 5–18.7 
INR 2.42 0.84–4.82 
Iron 47.88 0–224 
Leukocytes 1.82 2.2–13000 
Major dimension 12.12 1.5–22 
MCV 1.82 69.5–119.6 
Number of nodules 1.21 0–5 
Packs/year 32.12 0–510 
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Table 2: The quantitative attributes with their related ranges and the corresponding missing value percentages. The value to be 
predicted is the survivability of the patient, which is ex- pressed as a binary variable, as this work is based and focused on a one-year 
prediction distribution for the effective survivability, the dataset contains 102 cases that implicate positive survivability and 63 which 
implicate the opposite [17]. To remedy the missing values and to obtain the applicability of the tested methodologies, the missing 
values were appended using the Iterative Imputation method. The technique as used in [7] and available in the library [9] is based on 
the MICE functionality. The underlying functionality of MICE fills in missing data values in the attributes or categories of a data set 
by employing a strategy known as "divide and conquer," or, more simply expressed, by concentrating on one attribute at a time. Once 
the emphasis has been put on one field, MICE will utilize all the other variables or a subset of these characteristics that have been 
selected logically to forecast the amount of missing data in that variable [7]. The forecast is dependent on a regression model, the 
form of which is determined by the nature of the focal variable. Typically, this corresponds to a choice between the linear and the 
logistic regression paradigm.  
 
B. MLP 
The Backbone network as depicted in the aforementioned sections contains three ReLU activated hidden layers, an input layer with 
49 neurons, and the SoftMax activated Hidden layer with two neurons to facilitate the use of binary cross- entropy resulting in a 
perceivable probabilistic distribution of the available data [5]. The same architecture is examined with either the standard dropout or 
the Gaussian dropout with both the Adadelta and Adam approaches. The schematic diagrams for the architecture or the pictorial 
description for a better understanding are mentioned below in figure 1. 

 
Fig 1: Tested architectural strategies, (a) represents the network for analyzing the applicability for dropout layers, and (b) depicts the 

baseline or the vanilla network. 
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C. Dropout 
Usually, machine learning is leveraged to make predictions about outcomes based on a given collection of characteristics. Therefore, 
everything that implicates a higher generalization for the performance of a model is considered to be a positive step forward in this 
endeavor. At each iteration of the training phase, the dropout method aims to prevent a model from becoming too accurate by 
arbitrarily changing all of the outgoing edges of hidden neurons to the value of zero. This is done throughout the training phase [25]. 
By arbitrarily changing the output of a specific neuron to zero, the paradigm might make it easier for a model to generalize its 
findings [25]. When the output is set to 0, the loss function changes such that it is more sensitive to the activity of nearby neurons. 
This alters the way that the weights would be adjusted because of the process known as backpropagation. 
The mathematical explanation refers to a method in which either the retained nodes are scaled accordingly by multiplying by 1/p at 
the training phase and the weights are not modified at the testing phase (where p refers to the standard or Bernoulli dropout), or each 
node is retained with a probability of p at training time, and the weights are scaled accordingly by multiplying by a factor of p at the 
testing phase [25]. A Gaussian gate takes the role of Bernoulli’s gate in the process known as Gaussian dropout, as a result, dropout 
may be seen as the process of multiplying each node by [p (1-p)] [25]. The random variable based on the Gaussian distribution 
produces the most entropy, whereas the random variable based on the Bernoulli distribution produces the lowest. According to the 
findings of the paper [25], a higher entropy produces better results. The anticipated magnitude of the observed activation does not 
change while using an implementation that is centered around a Gaussian Dropout. 
As a result, unlike with conventional Dropouts, weight scaling is not necessary during the testing phase. All of the nodes in the graph 
are shown throughout each iteration of this technique for each training instance [25]. Therefore, the execution time will be longer as a 
result of this since the slowing that occurs during backpropagation will not occur [14]. To implement dropout, which requires a 
retention probability, the same values are used for each tested architecture in the normal dropout layer and the gaussian variation of 
the dropout layer. These values are accessible via the Keras suite [21]. 
 
D. Optimization 
The study primarily tests two optimization strategies with an emphasis on Adadelta, whose applicability is thoroughly validated 
against the Adam optimization approach [28]. The stochastic optimization methodology of Adadelta is a component of the gradient 
descent method. This approach uses adaptive learning rate per dimension to solve two disadvantages: the continual delay of learning 
rate during training and the human selection of a global learning rate [27]. Utilizing the adjustable learning rate per dimension may 
eliminate both limitations. It may be seen as an extension of Adagrad, and its key advantage is that it adjusts the learning rate based 
on a moving window of gradient update, as opposed to accumulating all prior gradients. This helps it to forecast future gradients more 
precisely [27]. Due to this, Adadelta is able to continue its schooling despite having undergone many updates. In the original 
conception of Adadelta, selecting an initial learning rate is unnecessary.The Adam approach is based on adaptive moment estimate, 
and it adjusts the learning rate for each weight in the neural network based on these estimations of the first and second moments of the 
gradient. This allows the neural network to more effectively train. When dealing with significant issues that include a significant 
amount of data or parameters, the strategy is quite effective [13]. It requires first-order gradients, which results in less memory need, 
making it a more efficient algorithm overall. The hyperparameters in Adam have meanings that are obvious, and as a result, less 
adjusting intuitively is required. Adam has the drawback that it does not converge to the optimum solution as the SGD optimizer 
does, which is a significant limitation. The calculation that lies under the surface is based on the average initial moment, similar to 
RMSP. The method makes use of an average of the second moments of the gradients as opposed to changing the learning rates [13]. 
The exponential moving average of gradients and square gradients is computed with the help of this approach. In addition, specific 
parameters are used in order to exercise control over the decay rates of these moving averages [13]. The entire algorithm can be 
perceived as a combination of the ‘gradient descent with momentum’ algorithm and the ‘RMSP’ algorithm. 
 

IV. RESULT AND DISCUSSION 
All the mentioned approaches are implemented using the Keras suite, and on identical test-train splits to justify an unbiased study or 
analysis. Each approach is tested for two different test-train splits, 15%, and 25%, this measure is taken to generate a deeper 
viewpoint of these models’ functionality. The metrics chosen for assessing and comparing these models are Precision, Recall, F1-
Score, and the percentage accuracies [16], a detailed comparison is mentioned in table 3. The weighted variants of the metrics were 
calculated except for the percentage accuracy. The total number of epochs and the related environment and hyper- parameters are kept 
identical for a thorough unbiased empirical understanding. 
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TABLE IIIII 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Table 3: Empirical results for each approach, here GD depicts the use of Gaussian dropout and SD is the standard counterpart, the 
term ADA depicts the use of Adadelta and and ADM depicts the Adam technique. The terms 15 and 25 pertain to the used train test 
distribution. The base network is denoted as MLP 
From the obtained results of the data distribution depicting a 25% test-train split the best performing model was the standard network, 
which was trained via Adam, where an increase of 53.33% was observed from the Adadelta variant. The model with the highest 
precision value was obtained as the MLP + GD + ADM, where a 19.48% increase was obtained from the most accurate architecture 
for the 25% split. For the 15% test-train distribution the best performing model was the MLP + SD + ADL, which does support the 
intuition of using Adadelta and also promotes experimentation with the algorithm. If direct comparisons are considered for use cases 
or the relative utility of the dropout approaches, the standard variant outperformed the Gaussian variant in 75% of scenarios, and for 
Adam and Adadelta, a 66.67% advantage was observed for a similar comparison. The temporal aspects of the conducted experiments 
are further elaborated in Table 4. 

 
TABLE IVV 

 
 
 

 
 

Table 4: Execution times for the predict functions for a 50% test-train split for 10 loops and 15 runs of the model predict functionality 
as available in Keras [21]. 
It can be inferred that the use of Gaussian dropout is beneficial especially for temporal efficiency, as the variant depicted a 2.95% and 
2.73% decrease in the prediction time tests from the baseline MLP and the MLP with standard dropout. To also check the 
convergence of different approaches, and compare the ADL and ADM models, tests were conducted using the Early Stopping criteria 
as available in the Keras Suite [21] on the different model permutations. The max possible epochs were kept as 50 and relative epochs 
required to converge were calculated. This implicates the general trend or it offers plausible information regarding predicting the 
general range of required epochs. This however would not account for its predictive potential, but just the possible constrained limit 
for training a model in a minimum computing scenario. 

Model Precision Recall F1-Score Percentage Accuracy 
MLP + ADM, 15 0.69 0.64 0.66 0.64 
MLP + SD + ADM, 
15 

0.85 0.64 0.70 0.64 

MLP + GD + ADM, 
15 

0.83 0.68 0.72 0.68 

MLP + ADL, 15 0.65 0.64 0.64 0.64 
MLP + SD + ADL, 
15 

0.92 0.72 0.77 0.72 

MLP + GD + ADL, 
15 

0.77 0.56 0.64 0.56 

MLP + ADM, 25 0.77 0.69 0.71 0.69 
MLP + SD + ADM, 
25 

0.77 0.64 0.68 0.64 

MLP + GD + ADM, 
25 

0.92 0.60 0.71 0.60 

MLP + ADL, 25 0.90 0.40 0.54 0.40 
MLP + SD + ADL, 
25 

0.57 0.57 0.57 0.57 

MLP + GD + ADL, 
25 

0.47 0.45 0.45 0.45 

Model Prediction Time (ms) 
MLP 44 
MLP +GD 42.7 
MLP + SD 43.9 
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TABLE V 
 
 

 
 

 
 
 
 
 
 

Table 5: The relative epochs taken after appending the early stopping crite- ria. The most inconsequential requirement was observed 
for the standard Adam optimized MLP. 
 

V. CONCLUSIONS 
This paper aimed to explain the applicability and the relevance of experimentation for Gaussian Dropout and Adadelta for the task 
of accurate predictions for Hepatocellular Carcinoma survivability. A publicly available dataset was lever- aged by imputing the 
missing values, which resulted in a synthetic rendition of the same, this step provided a feasible database for estimating or for 
perceiving the relative utility of the a forementioned approaches. After thorough tests with the possible neural architectural 
permutations for both the resultant accuracy and the temporal efficiency, the use of Gaussian Distribution can be justified and can 
also be recommended for related tasks where a trade-off between computation and accuracy is essential. The experiments on 
Adadelta can also be considered relevant and can be leveraged in experiments concerning predictive analysis. 
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