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Abstract: Facial emotion recognition (FER) has become an important topic in the fields of computer vision and artificial 

intelligence due to its great academic and commercial potential. Although FER can be performed using multiple sensors, this 

review focuses on studies using facial images exclusively, since visual expressions are one of the main channels of information in 

human communication. Automatic emotion recognition based on facial expressions is an interesting research area that has been 

applied and applied in various fields such as safety, health and human-computer interface. Researchers in this field are interested 

in developing techniques to interpret, encode facial expressions and extract these features for better prediction by computer. With 

the remarkable success of deep learning, different types of architectures of this technique are exploited to achieve better 

performance. The purpose of this paper is to conduct a study of recent work on automatic facial emotion recognition (FER) via deep 

learning. We highlight these contributions, the architectures and the databases used, and we show the progress achieved by 

comparing the proposed methods and the obtained results. The purpose of this paper is to serve and guide researchers by 

reviewing recent work and providing insights to improve the field. 
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I. INTRODUCTION 

Automatic emotion recognition is a large and important research area that addresses two different subjects, which are psychological 
human emotion recognition and artificial intelligence (AI). Facial emotions are important factors in human communication that help 
us understand the intentions of others.  
In general, people infer the emotional states of other people, such as joy, sadness, and anger, using facial expressions and vocal 
tone. The emotional state of humans can obtain from verbal and non-verbal information captured by the various sensors, for 
example from facial changes, tone of voice and physiological signals.  
In 1967, Mehrabian 4 showed that 55% of emotional information were visual, 38% vocal and 7% verbal. Face changes during a 
communication are the first signs that transmit the emotional state, which is why most researchers are very interested by this 
modality. 
In this paper, we provide a review of recent advances in sensing emotions by recognizing facial expressions using different deep 
learning architectures. We present recent results with an interpretation of the problems and contributions. It is organized as follows: 
in section two, we introduce some available public databases, section three; we present a recent state of the art on the FER using deep 
learning and we end in section four and five with a discussion and comparisons then a general conclusion with the future works. 
 

II. LITERATURE REVIEW 

For automatic FER systems, various types of conventional approaches have been studied. The commonality of these approaches is 
detecting the face region and extracting geometric features, appearance features, or a hybrid of geometric and appearance features on 
the target face. For the geometric features, the relationship between facial components is used to construct a feature vector for 
training 
Ghimire and Lee used two types of geometric features based on the position and angle of 52 facial landmark points. First, the angle and 
Euclidean distance between each pair of landmarks within a frame are calculated, and second, the distance and angles are subtracted 
from the corresponding distance and angles in the first frame of the video sequence. For the classifier, two methods are presented, 
either using multi-class AdaBoost with dynamic time warping, or using a SVM on the boosted feature vectors. 
The appearance features are usually extracted from the global face region or different face regions containing different types of 
information. 
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Happy et al. utilized a local binary pattern (LBP) histogram of different block sizes from a global face region as the feature vectors, and 
classified various facial expressions using a principal component analysis (PCA). Although this method is implemented in real time, 
the recognition accuracy tends to be degraded because it cannot reflect local variations of the facial components to the feature vector. 
Unlike a global-feature-based approach, different face regions have different levels of importance. For example, the eyes and mouth 
contain more information than the forehead and cheek. 
Ghimire et al. extracted region-specific appearance features by dividing the entire face region into domain- specific local regions. 
Important local regions are determined using an incremental search approach, which results in a reduction of the feature dimensions 
and an improvement in the recognition accuracy. for hybrid features, some approaches have combined geometric and appearance 
features to complement the weaknesses of the two approaches and provide even better results in certain cases. In video sequences, 
many systems are used to measure the geometrical displacement of facial landmarks between the current frame and previous frame 
as temporal features, and extracts appearance features for the spatial features. The main difference between FER for still images and 
for video sequences is that the landmarks in the latter are tracked frame-by-frame and the system generates new dynamic features 
through displacement between the previous and current frames. Similar classification algorithms are then used in the video 
sequences, as described in Figure 1. To recognize micro-expression, high speed camera is used to capture video sequences of the 
face. 
 

Figure 1. Procedure used in conventional FER approaches: From input images (a), face region and facial landmarks are detected (b), 
spatial and temporal features are extracted from the face components and landmarks (c), and the facial expression is determined 

based on one of facial categories using pre-trained pattern classifiers (face images are taken from CK+ dataset (d). 
 
Polikovsky et al. presented facial micro-expressions recognition in video sequences captured from 200 frames per second (fps) high 
speed camera. This study divides face regions into specific regions, and then 3D- Gradients orientation histogram is generated from 
the motion in each region for FER. 
Apart from FER of 2D images, 3D and 4D (dynamic 3D) recordings are increasingly used in expression analysis research because 
of the problems presented in 2D images caused by inherent variations in pose and illumination. 3D facial expression recognition 
generally consists of feature extraction and classification. One thing to note in 3D is that dynamic and static system are very 
different because of the nature of data. Static systems extract feature from statistical models such as deformable model, active shape 
model, analysis of 2D representations, and distance-based features. In contrast, dynamic systems utilize 3D image sequences for 
analysis of facial expressions such as 3D motion-based features. For FER, 3D images also use the similar conventional 
classification algorithms. Although 3D-based FER showed higher performance than 2D-based FER, 3D and 4D-based FER also has 
certain problems such as a high computational cost owing to a high resolution and frame rate, as well as the amount of 3D 
information involved. Some researchers have tried to recognize facial emotions using infrared images instead of visible light 
spectrum (VIS) image because visible light (VIS) image is variable according to the status of illumination. 
Zhao et al. used near-infrared (NIR) video sequences and LBP-TOP (Local binary patterns from three orthogonal planes) feature 
descriptors. This study uses component-based facial features to combine geometric and appearance information of face. For FER, a 
SVM and sparse representation classifiers are used. 
Shen et al. used infrared thermal videos by extracting horizontal and vertical temperature difference from different facial sub-
regions. For FER, the Adaboost algorithm with the weak classifiers of k-Nearest Neighbor is used. 
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Szwoch and Pieniążek recognized facial expression and emotion based only on depth channel from Microsoft Kinect sensor without 
using camera. This study uses local movements within the face area as the feature and recognized facial expressions using relations 
between particular emotions. Sujono and Gunawan used Kinect motion sensor to detect face region based on depth information and 
active appearance model (AAM) to track the detected face. To role of AAM is to adjust shape and texture model in a new face, 
when there is variation of shape and texture comparing to the training result. To recognize facial emotion, the change of key features 
in AAM and fuzzy logic based on prior knowledge derived from FACS are used. Wei et al. proposed FER using color and depth 
information by Kinect sensor together. This study extracts facial feature points vector by face tracking algorithm using captured 
sensor data and recognize six facial emotions by random forest algorithm. 
Commonly, conventional approaches determine features and classifiers by experts. For feature extraction, many well-known 
handcrafted feature, such as HoG, LBP, distance and angle relation between landmarks are used and the pre-trained classifiers, such 
as SVM, AdaBoost, and random forest, are also used for FE recognition based on the extracted features. Conventional approaches 
require relatively lower computing power and memory than deep learning-based approaches. Therefore, these approaches are still 
being studied for use in real-time embedded systems because of their low computational complexity and high degree of accuracy 
However, feature extraction and the classifiers should be designed by the programmer and they cannot be jointly optimized to 
improve performance. 
One of the success factors of deep learning is the training the neuron network with examples, several FER databases now available to 
researchers to accomplish this task, each one different from the others in term of the number and sizeof images and videos, variations 
of the illumination, population and face pose. Some presented in the Table.1 in whichwe will note its presence in the works cited in 
the following section. 
 

III. FACIAL EMOTION RECOGNITION USING DEEP LEARNING 

Despite the notable success of traditional facial recognition methods through the extracted of handcrafted features, over the past 
decade researchers have directed to the deep learning approach due to its high automatic recognition capacity. In this context, we 
will present some recent studies in FER, which show proposed methods of deep learningin order to obtain better detection. Train 
and test on several static or sequential databases. 
Mollahosseini et al. propose deep CNN for FER across several available databases. After extracting the facial landmark from the 
data, the images reduced to 48x 48 pixels. Then, they applied the augmentation data technique. The architecture used consist of two 
convolution-pooling layers, then add two inception styles modules, which contains convolutional layers size 1x1, 3x3 and 5x5. They 
present the ability to use technique the network-in-network,which allow increasing local performance due to the convolution layers 
applied locally, and this technique also makeit possible to reduce the over-fitting problem. 
Lopes et al. 24 Studied the impact of data pre-processing before the training the network in order to have a betteremotion 
classification. Data augmentation, rotation correction, cropping, down sampling with 32x32 pixels and intensity normalisation are 
the steps that were applied before CNN, which consist of two convolution-pooling layers ending with two fully connected with 256 
and 7 neurons. The best weight gained at the training stage are used at the test stage. This experience was evaluated in three accessible 
databases: CK+, JAFFE, BU-3DFE. Researchers showsthat combining all of these pre-processing steps is more effective than 
applying them separately. 
These pre-processing techniques also implemented by Mohammad pour et al. They propose a novel CNN for detecting AUs of the 
face. For the network, they use two convolution layers, each followed by a max pooling and ending with two fully connected layers 
that indicate the numbers of AUs activated. 
In 2018, for the disappearance or explosion gradient problem Cai et al. propose a novel architecture CNN with Sparse Batch 
normalization SBP. The property of this network is to use two convolution layers successive at thebeginning, followed by max 
pooling then SBP, and to reduce the over-fitting problem, the dropout applied in the middle of three fully connected. For the facial 
occlusion problem Li et al. present a new method of CNN, firstlythe data introduced into VGG Net network, then they apply the 
technique of CNN with attention mechanism ACNN. This architecture trained and tested in three large databases FED- RO, RAF-
DB and Affect Net. 
Detection of the essential parts of the face was proposed by Yolcu et al. They used three CNN with same architecture each one 
detect a part of the face such as eyebrow, eye and mouth. Before introducing the images into CNN, they go through the crop stage 
and the detection of key-point facial. The iconic face obtained combined with the raw image was introduced into second type of CNN 
to detect facial expression. Researchers show that this methodoffers better accuracy than the use raw images or iconize face alone (See 
Fig.1.a). 
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In 2019, Agrawal et Mittal make a study of the influence variation of the CNN parameters on the recognition rate using FER2013 
database. First, all the images are all defined at 64x64 pixels, and they make a variation in size and number of filters also the type of 
optimizer chosen (adam, SGD, adadelta) on a simple CNN, which contain two successive convolution layers, the second layer play 
the role the max pooling, then a soft max function for classification. According to these studies, researchers create two novel models 
of CNN achieve average 65.23% and 65.77% of accuracy, the particularity of these models is that they do not contain fully connected 
layers dropout, and the same filter size remains in the network. 
Deepak Jain et al. propose a novel deep CNN which contain two residual blocks, each one contain four-convolution layer. These 
model trains on JAFFE and CK+ databases after a pre-processing step, which allows cropping and normalizing the intensity of the 
images. 
Kim et al. 31 studies variation facial expression during emotional state, they propose a spatio-temporal architectwith a combination 
between CNN and LSTM. At first time, CNN learn the spatial features of the facial expression inall the frames of the emotional state 
followed by an LSTM applied to preserve the whole sequence of these spatial features. Also Yu et al. Present a novel architecture 
called Spatio-Temporal Convolutional with Nested LSTM (STC-NLSTM), this architecture based on three deep learning sub 
network such as: 3DCNN for extraction spatio-temporal features followed by temporal T-LSTM to preserve the temporal dynamic, 
then the convolutional C-LSTMfor modelled the multi-level features. 
Deep convolutional Bi LSTM architecture was proposed by Liang et al. they create two DCNN, one of which is designated for spatial 
features and the other for extracting temporal features in facial expression sequences, these features fused at level on a vector with 
256 dimensions, and for the classification into one of the six basic emotions, researchers used Bi LTSM network. For the pre-
processing stage, they used the Multitask cascade convolutional network for detecting the face, then applied the technique of data 
augmentation to broaden database (See Fig.1.b). 
All of the researchers cited previously classifying the basic emotions: happiness, disgust, surprise, anger, fear, sadness. and neutral, 
Fig 3. Present some different architecture proposed by the researchers who mentioned above 

(a)                                                                (b) 

Fig. 1. Different deep learning methods proposed by Yoclu et al. and (b). Liang et al. 
 

IV. DISCUSSION AND COMPARISON 

In this paper, we clearly noted the significant interest of researchers in FER via deep learning over recent years. The automatic FER 
task goes through different steps like: data processing, proposed model architecture and finally emotion recognition. 
The preprocessing is an important step, which was present in all the papers cited in this review, that consist several techniques such 
as resized and cropped images to reduce the time of training, normalization spatial and intensity pixelsand the data augmentation to 
increase the diversity of the images and eliminate the over- fitting problem. All these techniques are well presented by lopes et al. 
Several methods and contributions presented in this review was achieved high accuracy. Mollahosseini et al. showed the important 
performance by adding inception layers in the networks. Mohammad pour et al. 25 prefer toextract AU from the face than the 
classification directly the emotions, Li et al. is interested in the study the problem of occlusion images, also for to get network 
deeper, Deepak et al. propose adding the residual blocks. Yolcu et al. 28 shows the advantage of adding the iconized face in the input 
of the network, enhance compared withthe training just with the raw images. For Agrawal et Mittal. offers two new CNN 
architecture after an in-depth study the impact of CNN parameters on the recognition rate. Most of these methods presented 
competitive results over than 90%. 
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For extraction the spatio-temporal features researchers proposed different structures of deep learning such as a combination of 
CNN-LSTM, 3DCNN, and a Deep CNN. According to the results obtained, the methods proposed byYu et al. and Liang et al. 33 
achieve better precision compared to the method used by Kim et al. 31. With a rate higher than 99%. 
Researchers achieve high precision in FER by applying CNN networks with spatial data and for sequential data, researchers used 
the combination between CNN-RNN especially LSTM network, this indicate that CNN is the network basic of deep learning for 
FER. For the CNN parameters, the Soft max function and Adam optimization algorithm are the most used by researchers. We also 
note in order to test the effectiveness of the proposed neural network architecture, researchers trained and tested their model in 
several databases, and we clearly see that the recognition rate varies from one database to another with the same DL model (See 
Table.1). Table1 summarize all the articles cited above, lists the architecture, the database and the recognition rate. 
 

Table 1 Comparison between presented works. 

 
 

V. CONCLUSION AND FUTURE WORK 

This paper briefly reviews the FER method, allowing us to understand the recent developments in the field. As we describe, these 
methods can be divided into two main streams: Traditional FER methods consist of three steps, namely face and facial component 
detection, feature extraction, and expression classification. We describe different architectures of CNNs and CNN-LSTMs recently 
proposed by different researchers, and propose several different databases containing spontaneous images collected from the real 
world and others formed in the laboratory in order to accurately detect human emotions. We also present a discussion showing the 
high ratios obtained by the researchers, which highlights that today's machines will be more capable of interpreting emotions, 
implying that human-computer interactions are becoming more and more natural. FERs are one of the most important ways to 
provide information about emotional states, but they have always been limited by learning only the six basic and neutral emotions. 
It clashes with what exists in everyday life, which has more complex emotions. This will push researchers to build larger databases 
and create powerful deep learning architectures to identify all primary and secondary emotions in future work. Furthermore, emotion 
recognition today has evolved from single-modal analysis to multi-modality in complex systems. 
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