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Abstract: Humans use their facial expressions to communicate their emotions, which is a strong tool in communication. Facial 
expression identification is one of the most difficult and powerful challenges in social communication, as facial expressions are 
crucial in nonverbal communication. Facial Expression Recognition (FER) is just an important study topic in Artificial 
Intelligence, with numerous recent experiments employing Convolutional Neural Networks (CNNs). 
The emotions that have grown in the face image have a significant impact on judgments and debates on a variety of topics. 
Surprise, fear, disgust, anger, happiness, and sorrow are the six basic categories in which a person's emotional states can be 
categorized according to psychological theory. 
The automated identification of these emotions from facial photos can be useful in human-computer interaction and a variety of 
other situations. Deep neural networks, in particular, are capable of learning complicated characteristics and classifying the 
derived patterns. A deep learning-based framework for human emotion recognition is offered in this system. The proposed 
framework extracts feature with Gabor filters before classifying them with a Convolutional Neural Network (CNN). The 
suggested technique improves both the speed of CNN training and the recognition accuracy, according to the results of the 
experiments. 
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I. INTRODUCTION 
Electronica photogram (EEG), electrocardiogram (ECG), and other physiological signals. A picture, often known as a test image, 
serves as the input data. Consider a picture with such a lot of people in it. These distinct faces that are responsible for vision are 
retrieved by surrounding each person with a box in tracking. These extracted faces feature a variety of alignments, such as a 45-
degree angle left or right or inclined. As a result, Face Alignment is required. Aligned faces are the faces that have been acquired. It 
is possible to extract a variety of characteristics. The eyes, nose, and lips, for example, are depicted in the advertisement. These 
features are referred to as Feature Vectors when they are retrieved using Feature Extraction. A Feature vector has been added to the 
test picture, which can now be matched to the database. The whole model is trained using the database shown in Fig. 1. The 
characteristics and faces have already been extracted. As a result, the characteristics are compared and examined. 
Emotions play a significant influence in our daily lives. Emotional and facial expressions are used to establish communication 
between individuals. There is a lot of attention these days to enhance the human-computer connection. 
Surprise, fear, disgust, anger, pleasure, and sadness are the six types of human moods, according to psychological theory. This 
group of emotions can be portrayed by a person adjusting his or her facial muscles. Deep neural networks had also lately 
demonstrated their ability to model complex patterns. This system describes a deep learning-based method for human emotion 
identification. The suggested method uses Gabor filters for feature extraction, followed by a Convolutional neural network for the 
greatest accuracy. 
Emotions play a significant influence in our daily lives. Emotional and facial expressions are used to establish communication 
between individuals. There is a lot of attention these days to enhance the human-computer connection. 
When confronted with an external stimulus, the human neurological system develops a matching subjective attitude and 
communicates emotions through a variety of channels, including the face, voice, speech, stride, and body language. 
 

II. LITERATURE SURVEY. 
When Charles Darwin wrote "The Expression of Emotion in Man and Animals," he realized the value of Emotion Recognition [8]. 
The study of emotional states was heavily influenced by this work. 
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Reaction Recognition has grown in prominence as a result of its varied uses, such as the ability to detect a sleepy driver by means of 
emotion appreciation algorithms [9]. Multimodal approaches were employed by Corneanu et al., Matusugu et al., and Viola et al. 
[8,10,11] to offer the major classification for emotion recognition. They mostly spoke about how to recognize emotions and what 
techniques to use. The options covered included facial localization utilizing detection and segmentation algorithms such 
as Convolutional Neural Networks (CNN) and Support Vector Machine (SVM). Laterally by means of all of these strategies, 
Corneanu et al. focused on the classification of reaction identification by taking into account two main components: parametrization 
and facial expression recognition. In his study, parametrization was used to link the emotions identified, while facial expression 
recognition was performed using algorithms like Jones and Viola. This training correspondingly tries out some additional techniques 
such as CNN [12] as well as SVM [13], and it finishes by demonstrating that CNN outperforms Viola and Jones techniques in terms 
of accuracy. The first face ER model was created by Matusugu et al. [10]. The developed system was described as "sturdy" and 
"subject-independent." To find local changes between neutral and expressive faces, they used a CNN model. Despite two CNN 
models that were comparable to Fasel's model [14], a unique structure CNN was utilized to explore. Fasel's model featured two 
separate CNNs, One is for facial expression recognition, while the other is for determining the identity of a person's face. In 
addition, a Multi-Layer Perceptron (MLP) had been used to incorporate them together. The research was carried out using a variety 
of photos and yielded a 97.6% accuracy rate for 5600 still photographs of ten people. Tanaya et al. used a Curvelet-based feature 
selection method. They took use of Curvelet's illustration of interruptions in 2D functions. Being part of their duties, they converted 
the pictures to grayscale. These photos were again exploited to 256 resolutions, 16 resolutions, and finally 8 and 4 resolutions. 
Further in his work, he employed a curvelet to train the procedure. The reason for taking this route was that if a person's face was 
not recognized in the image file at first, bigger curves, which are available at lower bit resolutions, would be used to identify the 
human image. Meanwhile, on diverse datasets, the one-Against-All (OAA) Support Vector Machine methodology was used to 
compare the results of wavelet and curvelet-based approaches, with the curvelet method being superior to the wavelet method. 
 

III. PROPOSED SYSTEM 
Humans have emotions; based on those emotions we can predict whether they are surprised, scared, disgusted, furious, happy, hurt, 
or sad. Basically, this Facial Emotion Recognition is useful for companies to recognize the various moods of the employees. 
This can help in finding out their stress levels and pressure handling. Hence sometimes the employees end up in a critical situation. 
To address these issues, a deep learning-based approach for human emotion identification was recently created. Using this we can 
predict whether the employees are in pain or not. It will be reported to the concerned authorities quickly and avoid a critical situation. 

 
IV. METHODOLOGY 

Image processing using Gabor filter. 

 
Model training using convolutional neural network. 

 
Save trained model using JSON and use it for Testing. Visualization with Matplotlib. 
Gabor filters and CNN. 
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VI. CONCLUSIONS 
The accuracy of all the multiple techniques may be determined from the results. Face detection accuracy is best in LDA (96.25%) 
and lowest in CNN (93%). As a result, the accuracy of the image processing technique may be improved by combining several 
techniques. This is the foundational study for future research into improving the performance of face unlock devices, applying 
machine learning to higher safety systems, and boosting the algorithms' tolerance capacity. In a variety of non-standard datasets, the 
same findings should be obtained. This study examines and analyses the definition of emotion as well as the state-of-the-art in 
unimodal reaction recognition in dynamic data, together with facial expression recognition, voice emotional recognition, and textual 
emotional recognition. In addition, this paper summarizes corresponding benchmark datasets, metrics, and performances for clearly 
comprehending the development trend of research on the issue of emotion recognition. Ultimately, we present the latent research 
challenge and future direction to enrich the research in this field 
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