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Abstract: This paper focuses on Emotion Recognition using facial expressions. It aims to detect facial expressions accurately 
and efficiently. Convolutional Neural Network has developed to help in recognizing emotions through facial expressions and 
classify them into seven basic categories which are: happy, sad, neutral, surprise, fear, disgust, and angry. So, Convolutional 
Neural Network is implemented to extract relevant features of the input images and classify them into seven labels. For 
evaluating the proposed model, Facial Emotion Recognition 2013 dataset is used so that the model achieves the best accuracy rate. 
Facial expression recognition has been an active area of research over the past few decades, and it is still challenging due to the 
high intra-class variation. 
Keywords: Convolutional Neural Network (CNN), Facial Emotion Recognition 2013 (FER 2013), Extended Cohn-Kanade (CK+), 
Japanese Female Facial Expressions (JAFFE), Emotional Facial Action Coding System (EMFACs), Action Units (AUs). 
 

I. INTRODUCTION 
All of us at some point of time in our daily life feel happy, sad, angry, love etc. These feelings are actually emotions. An easy way to 
criticize a person’s emotions is his or her face as the facial expression determines how that person is affected. This paper focuses on 
seven different categories of emotions: happiness, neutrality, surprise, sadness, disgust, anger, and fear. Emotions are desires that play a 
vital role in the lives of mortals. It allows people to create multiple effects such as self- awareness and interaction with others. Most 
importantly, emotions have a major role to play in people's learning and behavior. There are many kinds of emotions you may want 
to have such as love, joy, inspiration, or pride. Emotions play a major role in affecting our moods. Life would be miserable without 
such pleasures as joy and sorrow, love and fear, breakdown and disappointment. Emotions add color and spice to life. Emotions such 
as happiness, disappointment, and grief often have both physical and mental beginnings affecting the geste. The word emotion is 
derived from the Latin word ‘Emover’ which means to move or entertain. Emotions can be defined as the state of being mentally or 
emotionally disturbed. Emotions are based on two things Awakening and Valence where valence is a positive or negative effect 
while happiness measures how comforting or motivating information is. 

Fig-1: Valence Arousal Model 
 
With the rapid growth of the use of intelligent technology in society and its development, the need for technology that can fulfill the 
needs of everyone and select the best results from it is increasing exponentially. Automatic emotional testing is important in areas 
such as marketing, education, robotics, and entertainment.  
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The function is used to perform colorful simulations: 
1) To robots to design interactive or service robots to communicate with humans; 
2) Advertising for the production of technical announcements, based on the client's emotional state; 
3) In education used to perfect learning processes, knowledge transfer, and cognitive[3] processes; 
4) On active entertainment to promote the most appropriate entertainment for targeted fans. 

II. RELATED WORK 
[4]stated the machine learning approach for recognizing emotions using facial expressions. [4] had implemented the depth channel 
approach using depth data. Microsoft Kinetic Sensor had been used which works on the algorithm that uses local movements 
detection within the face area to recognize actual facial expressions. This approach had been validated on the Facial Expressions and 
Emotions Database using 169 recordings of 25 persons. According to the evaluated system’s performance had given an overall 
successful detection rate of 78.8%. [5] had presented a fuzzy logic-based emotion recognition system. The fuzzy logic-based system 
emphasizes Action Units and relevant facial features. had first processed two images to extract relevant facial features. The 
differences in the position of the different feature points were then fuzzified to obtain the strength of exhibited AU’s [6]. The strengths 
were then fed through fuzzy rule sets and defuzzified to obtain the exhibited strength of the emotions.[7] had proposed the method of 
using the empirical mode decomposition (EMD) technique for detecting facial emotion recognition. The EMD algorithm can 
decompose any nonlinear and non-stationary signal into several intrinsic mode functions (IMFs). Facial feature extraction through 
preprocessing of the image is a crucial process in emotion recognition so it had been implemented at first so that only intrinsic features 
were selected for the classification of the emotions. [8] had proposed the decision tree method for recognizing emotions through facial 
expressions. Relevant facial features had been extracted using a geometric approach and an automatic supervised learning method 
called decision tree had been applied. Viola-Jones algorithm had been applied to detect the face, basically to distinguish faces from 
non-faces. A machine learning approach, called Classification and Regression Tree [9] had been used to classify facial expressions into 
seven different emotions. 

III. DATASET COLLECTION 
The database for images used for measuring the performance of the system was the FER2013. It contains approximately 30,000 
different facial RGB images with different expressions of size restricted to 48x48. The whole dataset is comprised of seven different 
expressions. These seven expressions include Angry, Disgust, Fear, Happy, Sad, Surprise, and Neutral. For each subject, there are 
approximately 900 images present depicting each classified emotion. 

 
Happy                Surprise              Disgust 
Fig-5: Different emotion images of dataset 

 
Table-1: Comparison Table of different techniques used by different authors 

S.no Author Name Year Technique Used Accuracy Rate Classifier used Dataset 
[4] Mariusz Szwoch et al. 2015 Depth Channel 50% SVM Facial Expressions and 

Emotions 
Database 

[5] Austin Nicolai et al. 2015 Fuzzy System 78.8% Fuzzy Classifier JAFFE 
[7] Hasimah Ali et al. 2015 Empirical Mode 

Decomposition 
99.75% k-NN, 

SVM, ELM- 
RBF 

JAFFE, CK 

[9] Fatima Zahra Salman et al. 2016 Decision Trees 89.20% Classification and 
Regression Tree 

JAFFE, CK+ 

[10] Lucy Nwosu et al. 2016 Deep Convolutional 
Neural Network 

95.72% CNN JAFFE, CK+ 

[11] Neha Jain et al. 2018 Hybrid Deep Neural 
Network 

92.07% RNN JAFFE, MMI 
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IV. PROPOSED WORK AND TECHNOLOGY USED 
1) Deep Learning: It is a field of machine learning mainly concerned with algorithms inspired by Artificial Neural Network. It is 

an Important element of data science, which includes model prediction and its statistics. In deep learning, each algorithm works 
in the hierarchy and applies a nonlinear transformation to its input and uses what it learns to create a statistical model as output. 
Algorithms performed various iterations until the output has reached an acceptable level of accuracy. Deep learning is used in 
detecting the emotions as it provides various models and algorithms for image preprocessing, training dataset and classifying 
the images and finally recognizing their emotions. 

 

Fig-4: Depicting Deep Learning Model 
 
2) Keras: As we have used the concept of deep learning, Keras provides a complete framework to create any type of neural 

network. It is very easy to learn and is very innovative. It supports simple as well as large and complex type of neural network. It 
can be divided into three main categories: 

a) Model 
b) Layer 
c) Core Modules 
Using Keras, any algorithm like CNN which we have used in this project can be represented in a very simple and efficient manner. 
Keras provides two types of model: Sequential Model and Functional model. 
 
3) Load_Model: In order to load our model we use load_model function specified in the keras.models library. .h5 is an extension 

which has to be used while specifying the location of file. 
4) OpenCV: It is an open source library which is very useful for computer vision applications such as video analysis and image 

processing. We have used it as it plays a major role in real-time operation. It helps in image processing by reading the image and 
extracting the region of interest. It also helps in rotating the images to analyze them through various angles. 

5) NumPy: It stands for numerical python. It is one of the most useful scientific python library. It provides support for large 
multidimensional array objects and various tools to work with them. As any image is just a function of two variables if it is a 
gray-scale image. If in case colors are present, then it will be 3-D image. As numpy is best suitable for handling matrices 
therefore we have used numpy so that it will help in preprocessing of the image detected by webcam for further detection of 
emotions. 
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6) Cascade Classifier: Haarcascade is the popular algorithm for recognizing emotions through facial expressions. It is 
computationally less expensive, a fast algorithm and give high accuracy. We have used Haarcascade_frontalface.xml file in this 
project for detecting emotions. Classifier works in following ways: 

a) Haar-feature Selection: This feature consists of dark regions and light regions. It produces a single value by taking the 
difference of the intensities of dark regions and the sum of intensities of light regions. It is done to extract useful elements 
necessary for identifying image and detect its emotions. 

b) Creation of Integral Images: Integral image reduces the time needed to complete this task significantly. 
c) Cacade Classifier: It is a method for combining increasing more complex classifiers in a cascade which allows negative input 

such as non-face features to be quickly discarded while spending more computation on promising or positive face-like regions. It 
significantly reduces the computation time and makes the process more efficient. 

 
7) CNN model: It is basically a deep learning algorithm that is specially designed for working with images and videos. It takes 

images as input, extracts and learns the features of the image, and classifies them based on the learned features. CNN has 
various filters which extracts some information from the images such as edges, different kinds of shapes and then all these are 
combined to identify the image. 

Fig-5: Depicting CNN model 
 
This model works in two steps: 
a) Feature Extraction 
b) Classification 
 
 

Fig-6: Working of CNN model 
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V. CONCLUSION AND RESULT ANALYSIS 
Through this paper we were able to recognize emotions in real time and of static images as well. We tried it out various images and 
through data sets well. The emotion recognition system was able to access the web cam of the system too so as to detect the real time 
emotions of the subjects. 

Fig-7: Depicting Happy emotion 
 
Here, we have a static image of a happy person, we can see that emotion has been detected and displayed on the screen itself. The 
factors that help us know if the person is happy are the broad lips, squinting eyes and a lift on a person’s face. The same factors 
came to play here as well. 

Fig-8: Depicting Fear emotion 
 
Here we have a person who is afraid. This emotion could be detected by the droopy eyebrows and other factors. The emotion has 
been recognized correctly and has been displayed on the screen. 
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Fig-10: Depicting Surprise emotion 

Fig-9: Depicting Angry emotion 
 
Now we see a visibly angry person, the frown on the face, the eyebrows help you recognize the specific emotion and the squinting 
of the eyes showcase that the person is angry. The emotion has been detected and has been displayed on the screen. 
 
Here, we have the emotion of surprise, the raised eyebrows and wider eyes help us recognize this emotion. The emotion has been 
detected and has been displayed on the screen. 
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Fig-11: Depicting Sad emotion 
 
The next emotion being showcased here is of sadness. The droopy face and eyebrows help us recognize this emotion. The squinting 
face and other factors come into play as well. The emotion has been recognized and displayed on the screen. Since we can see that 
all these emotions were detected accurately, hence the Emotion Recognition System works efficiently. These outcomes can help us 
deduce that the project doesn’t have any bugs as well. With our project we’ll be able to detect human emotions through facial 
expressions and we hope that it helps various fields in easing their tasks. 
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