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Abstract:  In this research paper, we are creating a model to help identify fake news using a type of computer learning called 

logistic regression. Fake News is the news or data that can mislead to  the whole countries people . So our system will identify if 

the news or the article is real or fake by checking . Using logistic regression , we aim to give the output of the news whether its 

fake or real very quickly and accurately .For training the model , we will use the set tagged news articles to help the model to 

identify that if the news is fake or real patterns . Then we will test that how much our model is identifying the real and fake news 

correctly. This research aims to detect fake news by using computer algorithms to spot false stories. 

 

I. INTRODUCTION 

In this World , now where misinformation can lead to danger and can spread across the World quickly because of the digital World 

, developing of automatic system which can detect the fake news became crucial for preserving the right or real news. We are using 

python and machine learning in this project which can easily identify the news whether the news is fake or not. The process starts 

from collecting the data (labeled dataset from popular and trustworthy source) and clearing the standardizing words, removing noise 

from the text and filtering stop words. Now the next process , extraction technique , like frequency -inverse document frequency 

(TF-IDF) and word embeddings , which processes and converts the text into numerical vectors. These vectors are then given to 

various machine learning models, like Logistic regression and support vector machine , which are trained to identify the fake and 

real news. Logistic Regression, has proven that it is one of the effective for good balance between performance and computational 

efficiency. The models are evaluated using metrics such as accuracy, precision, recall, and F1-score to ensure their effectiveness. 

Once trained and validated, the system is deployed as a user-friendly application, enabling users to input news articles and receive 

real-time authenticity feedback. The deployment phase emphasizes scalability and efficiency, ensuring the system can handle large 

volumes of data and provide rapid responses. Continuous monitoring and updates are also implemented to adapt to evolving fake 

news tactics and maintain high accuracy. The ultimate goal is to offer a scalable and effective  

solution to the growing challenge of fake news, thereby supporting efforts to maintain public trust, informed decision-making, and 

the overall health of democratic processes in society, ultimately contributing to a more informed and resilient public discourse. 

 

II. LITERATURE REVIEW 

Information can spread so fast on the internet , so fake news can spread really fast. To avoid this problem , researchers are using 

machine learning which is a part of artificial intelligence to detect automatically and manage the fake news. This method analyze the 

things like the text , the content ,social signals(likes and shares) to help to decide whether the news is fake or real. The rapid sharing 

of information on internet helps the news to spread quickly all over the World. Therefore there is need of automated system for 

stopping this fake news all over the world. So effectively researchers have been used the machine learning. To counter the this fake 

news problem with the help of text, content and social signals 

 

A. Detection of Fake News Using Machine Learning. 

Baarir et al. (2021) put forward a system which classifies news as either fake or real using SVM combined with the preprocessing 

techniques for text that is including TF-IDF and n-gram analysis. The system gave a very high accuracy rate based on features like 

source, author, and the sentiment in them; thus proving that SVM can be used for this work(paper1). 

 

B. Systematic Review of Fake News Detection Approaches 

Manzoor et al. (2019) in conducting a systematic review on fake news detection pointed out the complexity in the classification of 

news because of a very large volume of data published on social media. The methods were categorized as linguistic cue-based 

approaches, clustering and predictive modeling for detection.  
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The method also focuses much on deep learning as an emerging approach for feature extraction, which may have better performance 

than the traditional machine learning approaches as seen in the paper2. Manzoor et al. described the psychological factors that 

govern the diffusion of fake news. To illustrate this, they pointed out that if an accredited journalist publishes fake news with an 

interesting image to support it, source credibility influences the reader's perception. This creates a need to include source and image 

analysis in fake news detection models(paper2). 

 

C. Machine Learning Classifiers for Fake News Detection 

Shaikh et al. compared the classifiers like SVM, Naïve Bayes, and Passive Aggressive Classifier (PAC). Their results showed that 

the best accuracy of 95.05% was seen in the case of SVM. The model proposed by Shaikh utilized TF-IDF for extracting features. 

Similar to Manzoor et al., it focused more on text-based classification rather than considering social cues(paper4). 

 

D. Challenges and Advances in Deep Learning for Fake News Detection 

Manzoor et al argued that conventional ML methods were poorly suited to complex and constantly changing behaviors of the fake 

news domain, and thus highlighted how such models such as SVM and Naïve Bayes succeeded but eventually reach a performance 

threshold since the extraction of feature is static in nature. They suggest deep learning as a solution for auto extraction of feature 

since it ensures hierarchical learning aspects wherein there might be deeper semantic relationships in a text (paper2). 

Deep alternate techniques with models like Convolutional Neural Networks, Recurrent Neural Networks, and deep autoencoders 

have been suggested. They are promising in many applications of natural language processing which are related to fake news 

detection(paper2). It is well-suited for large and complicated datasets and allows automatic extraction of deep features that gives the 

improved handling of a massive and complicated dataset with growing social media environments. 

Authors 
Year 

Dataset 

Used 

Algorithms 

Employed 

Accuracy 

Metrics 

Key Findings 

Ghofran 

Meftah et 

al. 

2023 
Credible 

news 

sources 

Logistic 

Regression, 

SVM 

Accuracy: 

92% 

Effective in 

identifying 

fake news with 

high precision. 

Iftikhar 

and Ali 

2023 Social 

media 

data 

Decision 

Trees, 

Random 

Forest 

F1-Score: 

0.87 

Random Forest 

outperformed 

others in 

complex data. 

Gupta et 

al. 

2022 Mixed 

dataset 

CNN, LSTM Precision: 

91% 

Deep learning 

models showed 

superior 

performance. 

 

E. Synthesis/Algorithm/Design/Method 

1) This project introduces a system for automatically detecting and classifying fake news articles using machine learning. 

2) The system relies on logistic regression, a machine learning algorithm that’s well-suited for categorizing news as real or fake, 

and it’s also interpretable, helping us see which factors influence this classification. 

3) Textual features—like word frequency, sentiment, readability level, and clickbait phrases—are extracted from news articles to 

provide key insights for analysis. 

4)  The logistic regression model process the extracted features , and every article then have there probability score which indicate 

the news whether it is fake or real. 

5) Now if the score is somewhere near to threshold, then the system indicate that article has the potential to be the wrong 

information, which says that it is fake 

6) This method can be built into web browsers or social media which will highlight the wrong and fake news , supporting the right 

and real news online. 
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III. METHODOLOGY 

A. Data Collection 

We have taken the dataset from trustworthy source and popular website which ensure balanced mix of real and fake news articles. In 

the process we have cleaned the unnecessary noise from the text , standardizing the text, and clearing out the common stop word . 

 

B. Feature Extraction 

We have implemented very advanced techniques to this model , like Term Frequency – Inverse Document Frequency and word 

embeddings , to convert the text into numerical vectors. These numerical vectors carries the meaningful information . These 

numerical then  given into the machine learning models, which then analyze the article whether the news is fake or real. 

 

C. Machine Learning Models 

We tried several machine learning models, such as Logistic Regression and SVM, to categorize the news as like it is real or fake 

news. Since Logistic Regression is simple, it's easy to understand what features are causing this model to make its decision on 

identifying fake news. In contrast, we picked SVM because it had good performance in high-dimensional data. 

 

D. Model Training 

Employed logistic regression and SVM (support vector machine) for classification. Logistic regression showed optimistic results 

in balancing performance and efficiency. 

 

E. Model Evaluation 

All the models are compared with an exhaustive list of performance metrics, including accuracy, AUC-ROC (area under the ROC 

curve), F1-score,recall,precision. These metrics would provide insight into the strength and weaknesses of the models when 

distinguishing between real news and fake news. In addition, we have performed error analysis to understand at what kind of news 

article the model is failing, such as satire or highly biased opinion pieces. 

 

F. Deployment 

System deployed as a user-friendly application for real-time authenticity feedback. Emphasized scalability and efficiency for 

handling large data volumes. 

 

G. Monitoring and Updates 

Continuous monitoring and updates implemented to adapt to fake news tactics. 

Goal to maintain high accuracy and effectiveness in combating fake news. 

 

IV. RESULTS 

The model of fake news detection system , in which logistic regression is used displayed an impressive accuracy and the 

performance . after training the labelled dataset the logistic regression model achieved the accuracy of 98% on the training dataset. 

In testing , it maintained durable performance , 

Accuracy: 96% on test data 

Precision: 95% 

Recall: 94% 

F1-Score: 94.5% 

 

The model have the capabilities that it can distinguish the articles effectively is real or fake because of high accuracy . logistic 

regression gives understandable outcomes, enabling understanding of the feature that influence each classification. We have tested 

support vector machine alternatively , it is similar but outcomes like accuracy differ , the accuracy of svm is slightly lower than 

logistic regression, which is making the logistic regression model efficient . 

This model is working properly giving high accuracy , which indirectly tells that the detection of the real or fake news become 

accurate and effective , it has the potential to detect in real time . further in  this model we can improve it and make it more robust. 
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V. CONCLUSION 

The presented system holds several highly significant advantages itself. It uses the power of machine learning to learn from the 

labeled datasets to get progressively more correct over time. Additionally, the interpretability of Logistic Regression avails itself 

of useful insights into factors that influence detection of news. Transparency goes a long way toward making users confident, and 

further refinement of the model and optimization of selection can also be achieved due to this interpretability. 

These strengths notwithstanding, there is still room for further development. Integration of other machine learning algorithms, 

such as Support Vector Machines or Random Forest, could even improve detection accuracy. Furthermore, research on the 

frontiers of Natural Language Processing application—such as more robust approaches to sentiment analysis and sarcasm 

detection—could contribute to a further, much more subtle understanding of complex language used in fake news, thereby 

improving the system's effectiveness. 

Therefore, a machine learning-based system, which is based on Logistic Regression at its core, provides a brilliant and much more 

scalable response to checking the expansion of false news. The continuous improvement of this model and taking into account 

new techniques could contribute to making people online better informed and truthful and that will directly foster the integrity of 

public discourse. 
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