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Abstract: Utilising Fastai and PyTorch, a deep learning model for classifying lung cancer was created. The model, which is 
based on the ResNet-30 architecture, was trained using a dataset that included the classes "lung_aca," "lung_n," and 
"lung_scc." Rotation and scaling were added to the dataset as enhancements. The training and validation sets each had 30 
samples, and the model attained a high level of accuracy. Loss plots were employed to display the outcomes and the Fastai 
library was utilised for simple model construction and training. The Fastai and PyTorch versions of this model have been 
modified for best performance, and it is a potent tool for precise lung cancer categorization. 
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I. INTRODUCTION 
The need for early detection and accurate categorization for efficient treatment options makes lung cancer a severe global health 
concern. In answer to this requirement, we provide a deep learning model specifically designed for the categorization of lung cancer. 
The ResNet-34 architecture, which is recognised for its skill in picture classification tasks, forms the basis of the model, which also 
makes use of the Fastai framework and PyTorch. Our study is focused on creating an accurate and dependable classification system 
for lung cancer that can distinguish between the three key subtypes of lung cancer: adenocarcinoma, normal lung tissue, and 
squamous cell carcinoma ('lung_aca'). We enable the model to generalise successfully, reducing overfitting problems and improving 
its performance on various medical pictures by upgrading the dataset using techniques like rotation and scaling. 
To thoroughly evaluate the model's performance, the dataset meticulously divided 30 samples into training and validation sets. We 
carefully track critical variables like accuracy and loss during the training process. Loss plots are also used to visualise training 
progress and provide insights into the dynamics of the model's learning. Our model is positioned as an effective method for 
classifying lung cancer due to the combination of deep learning capabilities, the user-friendly Fastai library, and the reliable 
PyTorch platform. It has the potential to greatly enhance clinical outcomes and patient care by assisting medical practitioners in 
establishing accurate and fast diagnoses. The efficiency of the model in classifying lung cancer is demonstrated in the next sections, 
which go into further detail on the model architecture, training approach, and thorough findings. 
 

II. RELATED WORK 
In recent years, significant advancements have emerged in the domain of cancer categorization and detection. Innovative techniques 
have been proposed to enhance cancer categorization and diagnostic approaches. For instance, a deep learning-based automated 
classification method has been introduced for lung tumor cytological images [1]. Another study harnessed deep neural networks to 
accurately classify histologic patterns in lung cancer slides obtained from excised tumors, achieving pathologist-level accuracy [2]. 
Furthermore, artificial neural networks (ANN) have demonstrated their efficacy in accurately classifying and predicting lung cancer 
using machine learning and image processing techniques [3]. Additionally, variations of the ResNet-18 model have been utilized to 
identify colorectal cancer in images of colon glands [4]. 
Unique methods for cancer detection and classification have also been proposed. Some researchers utilized the Dark-Net19, SVM, 
equilibrium optimizer, and manta ray foraging optimization algorithms to recognize disease types in images of lung and colon 
cancer [5]. Another method, known as FPSOCNN, was developed, which employs cutting-edge feature extraction techniques to 
detect and classify lung cancer [6]. In another approach, logistic regression was enhanced using a brute force technique, resulting in 
improved ROC curves and greater precision in distinguishing between malignant and benign tissue [7]. Moreover, some studies 
have explored the relationship between lung cancer and concurrent colon cancer [8]. 
In addition to cancer classification, models for the automatic identification of COVID-19 patients from chest X-ray images have 
been developed, such as DeepCoroNet and COVIDDetectionNet [9,10]. Finally, methods for the automatic detection of endometrial 
cancer have been introduced, utilizing hysteroscopic images and deep learning, including neural networks like Xception, 
MobileNetV2, and EfficientNetB0 [11,12]. Collectively, these investigations underscore the potential of machine learning and deep 
learning techniques in advancing cancer detection and classification. 
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III. PROPOSED METHOD 
A. Augmentation and Preprocessing of Data 
Included classes like "lung_aca," "lung_n," and "lung_scc" in the organisation and labelling of collection of lung cancer images. 
Preprocessing on the input images may entail resizing, normalisation, or other essential transformations to get the images ready for 
more processing. augmentation is used to produce different versions of the images by applying random transformations like rotation, 
flipping, and zooming. This improves the training set's diversity and strengthens the model's foundation. 

Lung_aca                      
 

Lung_scc                      
 

Lung_n                       
Fig 1 Data set sample 

 
Fig 1. Shows the sample of the images that are present in the dataset. 
 
B. Fastai Image Data Bunch 
A Fastai Image Data Bunch  object that contains the sets of training and validation, as well as the data transformations, is created 
from the organised data.  

 
C. Pretrained ResNet34 Model 
The ImageNet dataset was used to train the ResNet34 model, a pre-trained convolutional neural network (CNN), it serves as a 
foundation for the classification model architecture. The pre-trained model will be adjusted for the lung cancer classification task 
and serves as a feature extractor. 

 
 
 
 
  
 
              Input image                              Data preprocessing                      Fast ai Image                                     Pre-trained ResNet34 
                                                                  and Augmentaion                        Data Bunch 
 
 
 
 
 
 

                                                                                            Results                                     Evaluation                            Model Training 
Fig 2 Model Architecture 
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D. Unfreeze and Find Learning Rate 
To enable fine-tuning of all layers, not just the classifier layer, the model's layers have been unfrozen. The learning rate finder, 
which assists in determining an appropriate learning rate while training the model, is used to determine the optimal learning rate. 

 
E. Model Training 
The model is trained using the one-cycle policy across a constrained number of epochs (in this case, two epochs). This entails 
training with a learning rate that initially starts out low, rises, and then falls once more. 

 
F. Evaluate Model 
After training, the model's accuracy and other important parameters, its performance is assessed on the set of validation data. 

 
G. Results 
The model's predictions are interpreted using the Classification Interpretation class from Fastai. This allows us to analyze the top 
losses and confusion matrix to understand where the model made the worst predictions and which classes were most misclassified. 
It gives the output as the image and to which class the image belongs with the probability. 

 
IV. DISCUSSIONS 

A. Model Architecture 
Built a classifier using a pre-trained ResNet34 model. Transfer learning was used, which allowed us to modify the model for our 
particular job. The three subtypes of lung cancer were accommodated in the final categorization layer. 
The essential equation for transfer learning is: 

α_finetuned = α_pretrained+∆ α_custom 
where 
α_finetuned is a fine-tuned model parameter. 
α_pretrained is pre-trained model parameter. 
∆ α_custom is the custom classification layer parameter. 
The categorization of lung cancer subtypes using the model used in this study, which used Fastai and the ResNet34 architecture, had 
an extraordinary accuracy rate of 98%. Its potential clinical value is shown by its accuracy and the absence of misclassifications as 
seen in the confusion matrix. This degree of performance demonstrates the model's ability to help doctors accurately classify lung 
cancer subtypes, a crucial step in choosing the best treatment options and enhancing patient outcomes. Furthermore, the model's 
dependability in real-world circumstances is suggested by its robustness, which is demonstrated by its reliable and consistent 
predictions. Beyond its effectiveness in this particular assignment, this model establishes a positive precedent for AI-driven 
diagnostic tools in medical picture analysis, opening the door for other applications in the healthcare industry. These results are 
encouraging, but more investigation is needed to determine the model's performance on bigger datasets and its interpretability in 
order to increase its therapeutic usefulness. 
 
B. Results 
The results of the model include loss vs learning rate graph, accuracy and confusion matrix. 

 
     Fig 3. Loss vs learning rate 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue X Oct 2023- Available at www.ijraset.com 
     

149 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 
 

 
Fig 4 Confusion matrix 

 
The loss vs learning rate is seen in Fig 3 while the confusion matrix of the model is seen in Fig 4 which shows the accurate 
classification of lung cancers. The overall accuracy of the model is 98%. 
 

V. CONCLUSION 
Fastai and ResNet are used in a deep learning method to categorize three kinds of lung cancer. When comparing lung_aca, lung_n, 
and lung_scc, the model demonstrated encouraging results. In the area of medical image analysis for cancer detection, this study 
advances current attempts to use AI. 
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