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Abstract: Floods are among the most destructive, most complex natural disasters to mimic. Research on the development of flood
forecast models has contributed to risk reduction, a policy proposal, reduction of human lives, and mitigation of flood-related
property damage. To mimic the complex statistical manifestations of natural flood processes, over the past two decades, neural
network approaches have contributed significantly to the development of predictive systems that provide better performance and
cost-effective solutions. To prevent this problem predict the occurrence of floods or not with a rain database by investigating
neural network-based strategies. Database analysis by Multi-Layer Perceptron Classifier (MLP) to capture a number of details
such as dynamic identification, deficit treatment, data validation, and data cleaning/preparation will be done across the given
database. To apply flood forecasts for or without accurate calculation in the class division report, find the confusion matrix and
the result shows the efficiency of the python frame-based flask based on the given attributes.
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L. INTRODUCTION
The flood problem is as old as time. However, although the natural floods of large areas did not create the most dangerous
conditions in the prehistoric world, the increase in human activity and cities has led to the prevention of flood damage. Since the end
of the eighteenth century, with the advent of the industrial era, there have been two phases of action: hydraulic activities in the area,
such as land reclamation activities, which often undermine global balance-based, river flow, especially in mountainous and
mountainous areas, leading to flooding at first.

1. LITERATURE SURVEY

The timely ongoing flood alarms classification in industrial monitoring systems is essential to be able to provide a safe and efficient
operation. It can provide online support so that plant operators can take action in time, without having to wait for the alarm. A data-
driven approach is proposed this article to address the issue of premature classification of non-label history data. In order to give
foremost importance to pre-set alarms and take utmost benefit of the alarm time alert information, a vector representation
exponentially attenuated component (EAC) is used to forecast alarm levels. In this article, a slow-moving approach to GMM-based
data was planned to address the problem of premature segregation of continuous alarm floods with not documented historic data.
Also, a vector presentation called the EAC was used to modify the sequence of alarm levels into vectors, which abridged the
computational complexity they ran into in online mining methods. It cannot better determine the frequency of rainfall data and
obtain more accurate flood prediction results due to a lack of results analysis in the form of confusion matrix

1. PREDICTION TECHNIQUES USED

1) Logistic Regression: This predicts the outcome of a class-based variance. Therefore, the result will be a grouping or different
value. Either yes or no or 0 or 1, true or false, etc. but instead of giving a straight forward value such as 0 and 1, it provides
probable values between 0 and 1.

2) Decision Tree: Decision Tree is a supervised learning method which can be used for classification and regression problems,
both. It is a tree-shaped divider, where the internal nodes signify the elements of the dataset, the branches signify the rules of
decision and each leaf node signifies the result.

3) Random Forest: This is a unique method in machine learning used to resolve classification and regression difficulties. It uses
ensemble (integrated) learning. Ensemble learning is a multidisciplinary approach to providing answers to multifaceted
problems. This algorithm contains many decision trees.

4) SVM: One of the most popular algorithms to solve Classification and Regression problems which is built with Supervised
Learning in mind, it is mainly used for Classification Problems in Machine Learning.
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5) KNN: This is a non-parametric supervised learning method. It is used for classification and regression. The input consists of the
k closest training instances in a data set for both Classification and Regression. Whether K-NN is used for classification or
regression depends on the output. The output is a class membership in K-NN classification.

6) Naive Bayes: It is a division of "probabilistic classifiers” which is based on relating Bayes' theorem with strong
independence expectations between the structures. They belong to basic Bayesian network models, however it is combined
with kernel density approximation, High accuracy level can be achieved.

7) Standard Scaler (Enhancement Algorithm): It is a technique which can be used to regulate the range of variables or features
which are not dependent of data. As the collection of values of fresh data differs, in few machine learning algorithms, objective
functions do not work correctly without normalization.

V. DATA DESCRIPTION
In this project we took rain data from a well-known database site called Kaggle. The database (.CSV) has a size of 597KB and
contains monthly rainfall details of less than 36 parts of India's meteorological metrological data. The data consists of 641 lines and
21 columns indicating the amount of rainfall in each region in India received in 1951-2000. Each column has a data parameter such
as the name of the region, the month of data collection, the total rainfall of the year, the occurrence of floods and the estimates of
specific months. We select this dataset to analyze and predict flood events. A small section of the dataset is displayed in Table (i).

_lSTATE_UTVJAN FEB MAR APR MAY JUN JuL AUG SEP ocT NOV DEC ANNUAL Jan-Feb Mar-May Jun-Sep Oct-Dec flood  Avg_junemaytojune
0 ANDAMAI  107.3 579 65.2 117 385 2955 85 2719 348 326 3152 2509 28052 1652 5407 12072 8921 0 9.5 63
1 ANDAMAI 43.7 26 18.6 90.5 3744 4572 4213 4231 4556 3012 2758 1283 30157 69.7 4835 17572  705.3 0 1524 82.8
2 ANDAMAI 327 15.9 8.6 534 3436 5033 4654 4609 4548 2761  198.6 100 29133 486 4056 18844 5747 0 167.7667  159.7
3 ARUNACH 4.2 808 1764 3585 3064 47  660.1 4278 3136  167.1 34.1 298 3043.8 123 8413 18485 21 0 149 140.6
4 ARUNACH 33.3 795 1059 2165 323 7383 9909 7112 568 206.9 2.5 317 40347 1128 6454 30084  268.1 1 2461 4153
5 ARUNACH 28 483 8.3 1015 1405 2284 2174 1828  159.8 75.9 20.9 116 13004 763 3273 7884 1084 0 76.13333 87.9
6 ARUNACH 42.2 .7 141 3169 3287 6147 8519 5006 4183 2187 429 29 35715 1149 7866 23855 2845 0 2049 286
7 ARUNACH 4.2 8.8 1764 385 3064 47  660.1 4278 3136 1671 34.1 298  3043.8 123 8413 18485 21 0 149 140.6
8 ARUNACH 837 1539 3035 3836 268 3742 272 1605  266.7  167.2 64 56 25533 2376 9551 10734 2872 0 1247333 106.2
9 ARUNACH 703 1709 3679 5544 3342 5262 4608 2915  353.6 275 64.9 742 35439 2412 12565 16321 4141 0 1754 192
10 ARUNACH 33.5 678 1061 2269 453 6405  609.5 5034 4923 2147 19.2 113 33782 1013 786 22457 2452 0 2135 1875
11 ARUNACH 975  109.3 924 2043 2662 2841 2489 2705 1927 78.5 49.5 272 19211 2068 5629 9962  155.2 0 94.7 17.9
12 ARUNACH 743 1767 3626 3975 4087 8019 653 4179 686 2649 86.9 717 44021 251 11688 25588  423.5 1 26073 3932
13 ARUNACH 26 66.7 768 2292 2395 4166 5924 3124 2911 1268 33.7 295 2440.7 927 5455 16125 190 0 138.8667 1771
14 ARUNACH 837 1539 3035 3836 268 3742 272 1605 2667  167.2 64 56 25533 2376 9551 10734 2872 0 1247333 1062
15 ARUNACH 35.2 43.5 589 1343 3411 6653 7499 5791 4909 2339 40.3 27 33994 787 5343 2482 3012 1 2217667  324.2
16 ARUNACH 49 744 9%.5  156.9 208 3457 3685 2562 2759 1382 344 272 20309 1234 4614 12463 1998 0 1152333 1377
17 ARUNACH 35.2 43.5 589 1343 3411 6653 7499 5791 4909 2339 40.3 27 33994 787 5343 4852 3012 1 221.7667  324.2
18 ARUNACH 82.7 0 1282 457 2114 2927 404 2763 2835 92.3 323 24 2215 1527 6453 12565 167 0 97.56667 213
0
0
0
0

19 ASSAM 133 502 1683 2625 3864 5321 5262 4708  360.8 1824 34.8 114 2999.2 635 8172 18899 2286 1773667  145.7
20 ASSAM 131 214 53.5 168.8 320 4197 3458 2721 2215 95.4 17.2 93  1957.8 345 5423 12591 1219 139.9 99.7
21 ASSAM 12.7 204 511 1966 3998  567.8 5028 3346 3049 1577 217 52 25753 331 6475 17101  184.6 189.2667 168

22 ASSAM 12 208 586 1517 2934 3655 3451 2487 1884  106.6 151 75 18134 328 5037 11477 1292
Table (i) Sample Dataset

121.8333 1

V. LIST OF MODULES
Data Pre-processing
Data Analysis of Visualization
Implementation of Logistic Regression
Implementation of Random Forest
SVM Implementation
Decision Tree Implementation
KNN Implementation
Naive Bayes Implementation
Standard Scalar Random Forest (Enhancement) Implementation
Deployment Using Flask

C-CIETMUO®>

©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 |

500



International Journal for Research in Applied Science & Engineering Technology (IJRASET)
ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538
Volume 10 Issue IV Apr 2022- Available at www.ijraset.com

[ Source Data ]

l

[ Data Processing and Cleaning ]

Training Testing
Dataset Dataset

/ Classification ML Algorithms /ﬁ L Best Model by Accuracy ]

I Flood Prediction |

Fig (i) Block Diagram

VI. RESULT AND DISCUSSION
We have considered previous rainfall data where rainfall patterns for the months January and February, March to May, June to
September and October to December are the characteristics used to predict future flood emergencies. We used four flood prediction
methods such as Linear Regression Prediction, Decision Tree, Random Forest and SVM and collected the accuracy and
effectiveness of these four methods. We then compared which algorithm had the most accuracy and best performance, and used the
algorithm with the best performance in the machine learning model.

Model Accuracy
Logistic Regression 71.3
Random Forest 80.8
SVM 60.5
Decision Tree 69.6
KNN 60.6
Naive Bayes 62.2
Standard Scalar Logistic Regression 71.3
Standard Scalar Random Forest 99.5

Table (ii) Accuracy Description

Model Sensitivity | Specificity

Logistic Regression 0.61 0.79
Random Forest 0.95 0.95
SVM 0.15 1.0
Decision Tree 0.96 0.93
KNN 0.47 0.95
Naive Bayes 0.82 0.71
Standard Scalar Logistic 0.61 0.79
Regression

Standard Scalar Random 0.97 0.96
Forest

Table (iii) Performance Description
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Model TP TN FP FN
Logistic Regression 46.63 16.06 11.92 25.39
Random Forest 56.48 1.04 2.07 40.41
SVM 58.55 35.23 0.00 6.22
Decision Tree 55.96 1.04 2.59 40.41
KNN 55.96 21.76 2.59 19.69
Naive Bayes 41.97 7.25 16.58 34.20
Standard Scalar 46.63 16.06 11.92 25.39
Logistic Regression

Standard Scalar 56.48 1.04 2.07 40.41
Random Forest

VII. CONCLUSION AND THE FUTURE WORK
The systematic process initiated by the process of data cleaning, processing the missing values, exploratory analysis and in the end
building the model for evaluation. The performance and accuracy on test data is taken into consideration and the model with highest
performance and accuracy is implemented in the machine learning model. This application can help to predict future floods due to
rainfall. The Random Forest algorithm has been implemented in the project website using Flask as it has the best accuracy and
performance out of all the four algorithms tested.

A. Future Work

Predicting flood using data from other natural occurrences such as:
1) Water level data

2) Seismic data
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