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Abstract: Presenting a comprehensive analytical framework for analyzing and forecasting supermarket sales data with the goal
of understanding the seasonal sales trends and customer approach towards the product to improve overall business performance.
The methodology begins with data preprocessing and cleaning to ensure quality, integrity and reliability towards the data which
is followed by Exploratory Data Analysis (EDA) to uncover sales trends, seasonal patterns, and product and customer anomalies.
Product price analysis with respect to different countries was conducted to detect customer approach. Customers are sectioned
together using customer repetition analysis, K-means clustering with Elbow method, and customer lifetime value models to
categorize customers into low, medium, and high-value customers. Market Basket Analysis with association mining rule to
identify products which are collectively co-purchased. Ultimately in the end, sales were forecasted using Seasonal ARIMA
(SARIMA) to predict future revenue to inform critical business decisions. The proposed system provides actionable insights
analyzing the potential growth of a business on the surface of the global market.

Keywords: EDA, Market Basket Analysis, Associative rule mining, Apriori Algorithm, SARIMA, clustering, K-means, product
analytics, customer lifetime value (CLV).

L. INTRODUCTION

Data-driven analytics framework endeavours to improve retail business outcomes through data science based and machine learning
algorithms . In this research, the global sales data is examined, with a comparative focus on France and the Netherlands. It was
observed that while France has a larger customer number ground, the Netherlands records a higher overall sales volume, telling
differences in customer purchasing behavior and spending patterns for different products over the two nations.

Data is preprocessed and cleansed to ensure correctness of content that is to be used for analysis. Exploratory data analysis is
performed for pattern and anomaly recognition, for finding seasonal trends and identifying correlations between data variables.
Product price analysis is then performed to understand the sales drivers. Customer behavior towards a product or market is
understood using RFM analysis, K-means clustering using the Elbow method to distribute customers based on their spending, and
customer lifetime value (CLV) to partition customers into low, medium, and high-value customers. Market Basket Analysis is used
in conjunction with the Apriori algorithm to record product linkages, producing rules based on lift, confidence, and support. Lastly,
the SARIMA model is implemented for sales forecasting, allowing for accurate future sales estimates over a seasonal recorded data
in chronological sequence. By integrating these algorithms, astute information about customer approach, performance statistics at
the global level, and practical plans to improve marketing, inventory, and gross revenue planning is offered.

1. PROBLEM STATEMENT

Retail businesses encounter growing setbacks in elucidating large volumes of sales data to understand customer behavior, contrast
regional sales, and plan for upcoming ultimatums. In the analyzed dataset, a striking variance of the Netherlands having higher total
revenue while having a smaller customer base than France was noted. The imbalance spotlights the importance of identifying high-
value customers, evaluating product ultimatums, and examining regional dependencies in sales patterns. Unless data is analyzed
properly, such intuitions remain discrete, leading to a restraint in a company's ability to design effective strategies.

Conventional reporting and elementary analytics have been often seen to fail to meet the requirement to capture these patterns,
simultaneously leading to inefficient business strategies, poor inventory management, thus leading to loss of growth potential. To
comprehend this, an eclectic framework is required that combines data preprocessing and cleaning, exploratory data analysis to
identify trends, product and price analysis on global scale, customer sectionalization using RFM, K-Means with Elbow method, and
customer lifetime value, market basket analysis using association rule mining with apriori algorithm, and sales prediction using
SARIMA models. This algorithm enables businesses entities to discover hidden relationships and patterns in data, forecast future
ultimatums precisely, and develop working strategies to improve business performance and overall sales architecture.

©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 |




International Journal for Research in Applied Science & Engineering Technology (IJRASET)
ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538
Volume 14 Issue | Jan 2026- Available at www.ijraset.com

1. PROPOSED METHODOLOGY
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(AVA PROPOSED ALGORITHM

Proposed System work for Data-Driven Retail Analytics Framework of the sales in the business following way:
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Step 3:
Step 4:
Step 5:
Step 6:
Step 7:
Step 8:
Step 9:

10) Step 10:
11) Step 11:
12) Step 12:
13) Step 13:
14) Step 14:
15) Step 15:
16) Step 16:
17) Step 17:
18) Step 18:
19) Step 19:
20) Step 20:
21) Step 21:
22) Step 22:
23) Step 23:
24) Step 24:
25) Step 25:
26) Step 26:
27) Step 27:
28) Step 28:
29) Step 29:
30) Step 30:
31) Step 31:
32) Step 32:
33) Step 33:
34) Step 34:
35) Step 35:
36) Step 36:
37) Step 37:
38) Step 38:
39) Step 39:
40) Step 40:

Import the raw retail sales dataset

Inspect the dataset for inconsistencies, duplicate records, incorrect data types, crosses and wrong data.
Preprocess and clean the dataset by removing duplicates and correcting data format issues.
Identify and handle missing or null values using appropriate techniques.

Perform basic statistical analysis to understand data distributions and ranges.
Conduct Exploratory Data Analysis to visualize and understand overall sales behavior.
Detect sales outliers and anomalies that may impact business insights.

Analyze product-wise sales performance and revenue contribution.

Perform time-based analysis to study daily, monthly, and yearly sales trends.
Conduct country-wise analysis (France vs Netherlands) to compare total revenue.
Compare average monthly sales between the selected countries.

Analyze unit price variations across different countries and products.

Segment customers based on purchase frequency and transaction history.

Classify customers into repetitive buyers and one-time buyers.

Extract customer-level features such as total spend and number of purchases.

Apply data normalization techniques for clustering readiness.

Implement the K-Means clustering algorithm for customer segmentation.

Group customers into low-value, mid-value, and high-value (big spender) segments.
Evaluate clustering performance using appropriate validation metrics.

Calculate Customer Lifetime Value (CLV) for each customer.

Rank customers based on their CLV scores.

Identify the highest CLV customers in each country.

Analyze purchasing behavior of high-value customers.

Prepare transactional data for Market Basket Analysis (MBA).

Identify frequently purchased item combinations.

Apply the Apriori algorithm for association rule mining.

Measure support values for frequent itemsets.

Calculate confidence and lift to evaluate association strength.

Interpret co-purchase patterns for business recommendations.

Visualize sales trends using time series plots.

Decompose the time series into trend, seasonality, and residual components.

Apply transformations to make the sales data stationary.

Perform stationarity tests to validate transformations.

Build the SARIMA forecasting model incorporating seasonal patterns.

Train the SARIMA model using historical sales data.

Generate future sales forecasts for defined time horizons.

Compare predicted values with actual sales to evaluate accuracy.

Analyze forecasting errors using suitable performance metrics.

Summarize insights derived from analytics and forecasting results.

Present findings to support data-driven business decision-making.

A. Exploratory Data Analysis (EDA)

The Exploratory Data Analysis is an analysis approach which is used to identify general, seasonal and trending patterns in a dataset.
It is considered to be the first step after data preprocessing and cleaning [ 1]. The dataset was carefully preprocessed by removing
missing value and replacing null values with mean or median from critical fields such as CustomerID and Description [2]. Only
variables necessary for the framework are brought into consideration which may be CustomerID, InvoiceNo, StockCode,

Description,

Quantity, UnitPrice, InvoiceDate, and Country [3].
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InvoiceNo StockCode Description Quantity InvoiceDate UnitPrice CustomerlD Country
536365 85123A  WHITE HANGING HEART T-LIGHT HOLDER 6 12/01/2010 08:26:00 2.55 17850.0 United Kingdom
536365 71053 WHITE METAL LANTERN 6 12/01/2010 08:26:00 339 178500  United Kingdom
536365 844068 CREAM CUPID HEARTS COAT HANGER 8 12/01/2010 08:26:00 275 178500  United Kingdom
536365 84029G  KNITTED UNION FLAG HOT WATER BOTTLE 12/01/2010 08:26:00 339 178500  United Kingdom
536365 84029E RED WOOLLY HOTTIE WHITE HEART. 12/01/2010 08:26:00 339 178500  United Kingdom
536365 22152 SET 7 BABUSHKA NESTING BOXES 12/01/2010 08:26:00 765 178500  United Kingdom
536365 21730 GLASS STAR FROSTED T-LIGHT HOLDER 12/01/2010 08:26:00 425 178500  United Kingdom
536366 22633 HAND WARMER UNION JACK 12/01/2010 08:28:00 1.85 178500  United Kingdom

22632 HAND WARMER RED POLKA DOT 12/01/2010 08:28:00 J 178500  United Kingdom
536367 84879 ASSORTED COLOUR BIRD ORNAMENT 12/01/2010 08:34:00 { 130470 United Kingdom

Fig.2. Sale transactional data

A new variable, Total Amount, was created whose calculation formula is
TotalAmount = Quantity x UnitPrice
to accurately determine the contribution of each transaction towards total revenue attained .

CustomerlD InvoiceNo StockCode Description Quantity UnitPrice TotalAmount InvoiceDate Country
17850.0 536365 85123A  WHITE HANGING HEART T-LIGHT HOLDER 2.55 1530 12/01/201008:26:00 United Kingdom
17850.0 536365 71053 WHITE METAL LANTERN 339 2034 12/01/201008:26:00 United Kingdom
17850.0 536365 844068 CREAM CUPID HEARTS COAT HANGER : 2.75 2200 12/01/201008:26:00 United Kingdom
17850.0 536365 84029G  KNITTED UNION FLAG HOT WATER BOTTLE 339 2034 12/01/201008:26:00 United Kingdom
17850.0 536365 84029E RED WOOLLY HOTTIE WHITE HEART. 339 2034 12/01/201008:26:00 United Kingdom
17850.0 536365 22752 SET 7 BABUSHKA NESTING BOXES 7.65 1530 12/01/2010 08:26:00 United Kingdom
17850.0 536365 PAVE) GLASS STAR FROSTED T-LIGHT HOLDER 425 2550 12/01/2010 00 United Kingdom
17850.0 536366 22633 HAND WARMER UNION JACK 1.85 11.10  12/01/2010 08:28:00 United Kingdom
17850.0 536366 22632 HAND WARMER RED POLKA DOT 185 11.10 12/01/2010 08:28:00 United Kingdom
13047.0 536367 84879 ASSORTED COLOUR BIRD ORNAMENT 1.69 5408 12/01/201008:34:00 United Kingdom

Fig.3. Sale transactional data with added total amount

© ® N A W N = O

A country-based analysis was carried out which compared the overall sales performance of all countries present in the dataset. The
country of the United Kingdom is observed to have a global domination with the highest number of recorded Transactions, thus
contributing the most to the highest total global revenue. Other than the UK, Germany, Netherlands and France appear to be
powerful contributors to total sales revenue [4-6].

Total sales by country:

Country

United Kingdom 8187806.364
Netherlands 284661.540
EIRE 263276.820
Germany 221698.210
France 197403.900
Australia 137077.270
Switzerland 56385.350
Spain 54774.580
Belgium 40910.960
Sweden 36595.910
Japan 35340.620
Norway 35163.
Portugal 29367.
Finland 22326.
Channel Islands 20086.
Denmark 18768.
Italy 16890.
Cyprus 12946.
Austria 10154.
Hong Kong 10117.
Singapore 9120.390
Israel 7907.820 France
Poland 7213.140

Top 5 Countries by Total Sales

United Kingdom

Netherlands

Country

Germany

Czech Republic 707. 0 1 ) 3 ' 5 6 7 8

poe
Bahrain Total Sales Amount 1ef
Saudi Arabia

Fig.4. Country-Wise Sales Comparison
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The average monthly sales of France and Netherlands were compared to properly analyze their revenue patterns. The analysis
revealed the Netherlands consistently having higher average sales compared to the country of France. Dutch sales exhibited higher
peaks amidst seasonal periods, emphasizing on having higher order volumes or larger basket sizes during demand surges. By
contrast, France demonstrated relatively lower but stable revenue trends, with smaller fluctuations across the sales period months

[71.

Average Monthly Sales Comparison: France vs Netherlands
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7\ —e— Netherlands

/ / \
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Fig.5. Average sales comparison of France and Netherlands

To Examine the differences in UnitPrices of items sold in France and Netherlands, comparison of product prices took place. The
results demonstrate that the majority of top selling products in the Netherlands have a higher Unitprice than products of France. We
can speculate about Dutch customers purchasing relatively more expensive items, which can be a supposed answer to their higher
total sales revenue despite having a lower customer ground [8, 9].

Top 10 Products by Average Unit Price in France and Netherlands (Max Unit Price = 100)

CARRIAGE

PINK PAINTED KASHMIRI CHAIR
BOTANICAL GARDENS WALL CLOCK
SET 3 WICKER STORAGE BASKETS
CABIN BAG VINTAGE RETROSPOT
POSTAGE

CHEST OF DRAWERS GINGHAM HEART
BREAD BIN DINER STYLE PINK
WOODEN ADVENT CALENDAR CREAM
BREAD BIN DINER STYLE IVORY

LOVE SEAT ANTIQUE WHITE METAL
SCHOOL DESK AND CHAIR
CINDERELLA CHANDELIER

Product Name

IVORY EMBROIDERED QUILT
FAUX FUR CHOCOLATE THROW
SUNSET COLOUR CHUNKY KNITTED THROW
DOLLY GIRL BABY GIFT SET Country
SPACEBOY BABY GIFT SET = fance
WOODEN CROQUET GARDEN SET I Hethefiants
0 10 2 2 © % 0 7 %

Average Unit Price

Fig.6. UnitPrice per product of both countries

B. Customer Segmentation

Customer segmentation is the process of partitioning the customers of a supposed retail entity into individual groups based on
shared characteristics such as buying behavior, demographics, or value. In analytics, it helps businesses identify high-value vs. low-
value customers, tailored marketing strategies, and improve customer retention [10, 11].

When the dataset was segmented to analyze unique customers in each country, a massive difference was observed between France
and the Netherlands. France had a much larger pool of unique customers, whereas the Netherlands had significantly fewer unique
customers. However, despite this difference, the Netherlands consistently generated higher total sales revenue.This unique customer
disparity emphasizes the singular appearance of that Customerld and its presence in data.

©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 |




International Journal for Research in Applied Science & Engineering Technology (IJRASET)
ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538
Volume 14 Issue | Jan 2026- Available at www.ijraset.com

merID, dtype: intea

Fig.6. Unique customers in countries

The customer distribution analysis revealed a striking imbalance between France and the Netherlands. France had 87 unique
customers, whereas the Netherlands had only 9 unique customers. Another important finding from the customer analysis was that
both France and the Netherlands exhibited a 100% repetition rate [12, 13]. This means that every customer in both countries has
made more than one purchase during the observed period. Such a pattern highlights the presence of strong customer loyalty across
both markets.

repeated_customers = df_france[ 1D"].value_counts()[df_france| .value_counts() > 1]
unique_custo H st value_counts()[df_france['Cust ].value_counts() == 1]
len(repeated_customers)}")
print (£"Number ¢ ;: {len(unique_customers)}")
v 00s @ Python

Number of repeated customers: 87
Number of unique customers: @

D'].value counts() > 1]
.value_counts() == 1]

print(f"Number

v 00s

Number of repeated customers in Netherlands: 9
Number of unique customers in Netherlands: @

Fig.7. Repeated customers distribution

The Netherlands showed an even more remarkable trend in terms of customer return frequency. Specifically, one customer in the
Netherlands demonstrated a very high rate of repeated purchases, far surpassing the activity levels seen in France. This single
customer contributed significantly to the overall sales volume of the Netherlands, emphasizing the importance of high-value
individuals in driving revenue.

repeated 2085 times in Netherlands. Top S repeated customers:

repeated 95 times in Netherlands. CustomerIiIbD
repeated 67 times in Netherlands.
repeated 51 times in Netherlands. 12681 .9 646

repeated 26 times in Netherlands. 12682 .0 525
repeated 21 times in Netherlands. 12567 .0 463
repeated 20 times in Netherlands.

repeated 4 times in Netherlands. 12637 .09 304

repeated 2 times in Netherlands. 12683 .0 362
Fig.8. Maximum repeated customers

Customer
Customer
Customer
Customer
Customer

Customer
Customer
Customer
Customer

SO00 000080

A significant difference between France and the Netherlands is that the most repeated customer in the Netherlands appeared an
astonishing 2,085 times, whereas the highest repeated customer in France appeared 646 times. This clearly shows that Dutch
customers, particularly a few key individuals, have much higher purchase frequencies compared to their French counterparts.
Clustering is an unsupervised machine learning technique used to combine data points of similar algorithms and group them
together simultaneously into clusters. The idea is to categorize data points into clusters that share more similarities compared to
those in other clusters [14,15].
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Number of customers in each cluster: Number of custoners in each cluster in Netherlands:
Cluster Number of Customers Cluster Number of Custoners

Fig.9. Clustered customer data -

K-means is a repetitious clustering algorithm that divides a dataset into k clusters by reducing the within-cluster sum of squared
distances, also called inertia [16]. To identify big spenders, the K-means clustering algorithm was applied using the RFM model,
where customer value is calculated as Monetary Value = Unit Price x Quantity [17].

The Elbow Method is a clustering technique used in k- means clustering to find the optimal number of clusters in a dataset. The
Elbow Method was exercised to ascertain the optimum number of clusters, and customers were grouped into low, medium, and
high-value spenders [18-20]. In France, the big spender cluster (Cluster 1) had an average spending of 4,161.06, with Customer 1D
12536.0 emerging as the top spender. In contrast, the Netherlands showed a far stronger cluster, where Customer ID 14646.0
recorded a total spending of 28,276.21, making Dutch customers significantly more valuable despite being fewer in number. This
comparison highlights that while France relies on broader participation, the Netherlands’ revenue is dominated by a small cluster of
extremely high-value customers.

ice'].mean().

verage spending in each
Cluster Aver:

1136 . 300000

biggest_spender = big_spenders.loc[big_spenders[ ‘Avera

print(f"T in Fran

biggest_spender_id = df fr: r'] = big spender S *CustomerID’ ].value_counts().idxmax()
print(f'T g

average_spend r = df_france[df_franc spend ice'].mean()
print(f'1 P the biggest spenc ) i ending_biggest_s }.")

00s

Cluster Total Spending
0 28276.21
1 12483.18
2 2272.60

biggest_spender_netherlands = top_spenders.loc[top_spenders['Tot pending'].idxmax()]
point(£9Tho hissack T R

(variable) biggest spender netherlands id: int | str

biggest_spender_netherlands|'Cluster'

biggest_spend id = df_netherlands[df_netherlands['Clus == biggest_spender_netherlands['Clus
print(f"Th Netherlands is Customer ID {biggest_spender_netherlands id}."

average_spending biggest_spender_netherlands = df netherlands[df netherland t biggest_spender_netherlands_id][‘UnitPrice].mean()
print(f"The average s f the | spender in Netherlands is .2f1.")

v 00s Python

- The biggest spender in Netherlands is in Cluster 0.0 with a total spending of 28276.21.
The biggest spender in Netherlands is Customer ID 14646.0.
The average spending of the biggest spender in Netherlands is 2.59.

Fig.10. K-Means Clustering for Big-Spenders

Customer lifetime value (CLV) is an important criterion used to forecast and project the gross revenue a business can anticipate
from a customer over the course of their relationship [21, 22]. The formula for CLV calculation is standardized as:

CLV = (Average Purchase Value) x (Purchase Frequency) x (Customer Lifespan)

Average Purchase Value (APV): Calculated as the total revenue generated by a customer divided by the number of unique orders
placed.
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Customer Lifetime Value (CLV) for all French customers: - Customer Lifetime Value (CLV) for all Netherlands customers
CustomerID CLv CustomerId LV

80 12731.0 3569.927227 14646.0 24904.962178
52 12678.0 3341.001354

55 12681.0 2598.144825 12759.0 136.464950
56 12682.0 2334.225197 12775.0 120407525
20 12567.0 1731.440568 12778.0 71.664059

12787.0  41.316238

12651.0  21.655622
12734.6 20.971179 12802, 3676454
12659.0  17.415197 1279.0 28.953267

12686.0  16.932707 12791.0 17.162376

12506.0 13.961790 12789.0 8.184653

Fig.11. CLV comparison between Netherlands and France

Purchase Frequency (PF): Determined by the number of orders made by a customer relative to the average order activity.
Customer Lifespan (CL): Approximated as the observed time period of the dataset (1 year in this case).
By applying this formula, CLV was computed for every customer in both France and the Netherlands.

The results emphasized a major distinction between the CLV’s of two nations. France showed a relatively lower average CLV
despite having a bigger customer base than Netherlands. Contrastingly, Netherland CustomerID 14646.0 showed a significantly
bigger CLV due frequent purchases and larger order value. The top CustomerID from France 12731.0 showed a smaller CLV
despite having higher per-unit spending.

Fig.12. Products by Highest CLV customers

The analysis of the highest CLV customer14646.0 of the Netherlands provides us with a valuable perspective on customer’s
purchase behaviour patterns. This CustomerID consistently purchased lower priced items but ordered in large volumes which
eventually resulted in the observed exceptionally high CLV. In contrast, the ID 12731.0 from France showed a contrary behaviour.
This customer approached to buy products with relatively higher UnitPricebut had comparatively had a very handful number of
transactions.

C. Market Basket Analysis(MBA)

Market Basket Analysis is a favoured data mining methodology used to recognize and identify relationships and patterns between
products which are habitually bought in conjunction. The primary objective of market basket analysis is to detect hidden patterns
and trends in customer approaches and transactions, which can be implemented to cross-selling, to bundle and products and design
recommendation systems [23, 25]. In this aspect, MBA was performed using the Apriori Algorithm.

The Apriori algorithm is a classic method in Market Basket Analysis that helps discover frequent itemsets and generate association
rules. The Apriori algorithm efficiently finds strong associations between products by eliminating impossible candidates early using
the Apriori property. This makes it especially useful in retail and e-commerce to recommend product bundles, optimize store
layouts, or design promotions [24, 25].

Support: Measures how frequently an item or itemset appears in the entire data inventory. It is calculated as the ratio of transactions
that contain the item(s). A higher support value means the product or combination is commonly purchased, making it more
significant for sales strategies. Support helps identify how common certain product combinations are specifically. A higher support
value means the rule is based on a larger portion of the dataset, making it more statistically significant [23, 24, 25].

Support (A — B) = Number of transactions containing {A, B} / Total Transactions

1)
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1) Confidence: It is a measure of the reliability of an association rule. It tells us the probability that a customer who bought item A
will also buy item B. Confidence was one of the main metrics used to evaluate whether the association rules are actually
meaningful [23, 24, 25].

Confidence= Support (A UB) / Support (A) 2

2) Lift: It is a measure that tells us how much more likely two items are to be bought together compared to them being bought
independently. An example interpretation can be that the customers who buy bread are 1.875 times more likely to also buy
butter compared to random chance [23, 24, 25].

Lift (A =B ) = Support (A, B) / Support(A) x Support(B) (3)

0071429

0068878

Fig.13. Market basket analysis on France from the Dataset

D. Sales Forecasting using SARIMA models

Sales forecasting was carried out using time series analysis. A time series is a chronological succession of numerical observations
accumulated over time and arranged in chronological order. Mathematically, it can be defined as a stochastic process {Yt}, where
each observation Yt corresponds to a value recorded at a specific time point t € T. Time series data exhibit temporal dependence;
that is, the value at time t is often correlated with values at preceding time points (t—1, t-2, ... )[26-28, 31].

To evaluate country-level sales performance, a comparative analysis of Total Price was conducted between France and the
Netherlands. The Total Price was computed as:

TotalPrice= UnitPrice x Quantity

For both countries, transactional records were filtered and aggregated on a daily basis. The resulting time series for France and the
Netherlands were visualized using line graphs, allowing for a direct comparison of revenue patterns.

Total Price Comparison: France vs Netherlands

—— France Total Price
25000 Netherlands Total Price

20000

15000

Total Price

10000

5000

B Y 1 N AL« A e ,A.IAI“ T | \MMMM/\ La ol bl MAA}.\A« | ‘ '\I'W\N,

2011-01 2011-03 2011-05 2011-07 2011-09 2011-11
Date

Fig.14. Total Price per item over sales period

The line plot shows that the Netherlands has a much higher total price compared to France, which indicates higher sales in the
Netherlands despite having a lower number of customers than France.

For time series forecasting, Seasonal Autoregressive Integrated Moving Average (SARIMA) models were employed, as they exhibit
favourable approaches for data mining on trends and seasonality.

The SARIMA model is an extension of the ARIMA model designed to handle time series data along with seasonal patterns. It
combines non-seasonal components(p,d,q) with seasonal components (P,D,Q,s), where ‘s’ denotes the seasonal period [27, 29, 30].
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By incorporating both trend and seasonality, SARIMA effectively models complex temporal dependencies and cyclic behaviors.
This makes it particularly useful for forecasting real-world data such as sales, climate, and financial time series that exhibit recurring
seasonal fluctuations.

onal_order=param_seasonal,

results = model.fit|()
print(results.summary())

SARIMAX
To

1, 1)x(0, 1 0)
Wed, 13 Aug 2025

0.047
6.03e-08

Ljung-Box (L1

Prob(Q):

Heteroskedasticity (H):
two-sided):

Fig.15. SARIMAX results for France

The SARIMA model (0,1,1) x (0,1,1,30) was fitted to the French sales data, with 374 observations in the sample. The model
achieved an AIC of 5151.30, BIC of 5162.53, and HQIC of 5155.79, indicating a reasonably good fit. The coefficients for the non-
seasonal MA (1) and seasonal MA (30) terms were both significant, confirming the presence of short-term and seasonal
dependencies in the data. Diagnostic tests such as the Ljung-Box and Jarque-Bera suggested residual non-normality, but the model
remained effective in capturing the series’ temporal dynamics for forecasting purposes.

RIMAX Resul

alPrice
SARIMAX(@, ©, 1)x(@, 1, 1, 30)
wWed, 13 Aug 2025
18: 55

12-01 10 C 5925.570

12-08-2011

5.02e+15

Ljung-Box (L1) (Q): ©.00

Prob(Q): ©.97 Prob(IB):
Heteroskedasticity (H): 1.47  skew:
Prob(H) (two-sided): Kurtosis:

Fig.16. SARIMAX results for Netherlands

SARIMAX stands for Seasonal Autoregressive Integrated Moving Average with eXogenous variables. It is an extension of the
SARIMA model that not only accounts for trend, seasonality, and autocorrelation in a time series but also allows the inclusion of
exogenous variables (X) — external factors that may influence the dependent variable [26,32].

The Diagnostic Plots for forecast data include

1) Standardized Residuals: Standardized residuals are the dissimilarities between the actual values and the model’s predicted
values, scaled by their standard deviation. They help in identifying whether errors fluctuate randomly around zero. If residuals
show patterns or trends, it indicates the model has not fully captured the structure of the data.

2) Histogram plus Estimated Density: This is a histogram of the residuals overlaid with a smooth density curve (KDE) and a
reference normal distribution. It is used to check whether residuals are normally distributed. If the histogram roughly matches
the normal curve, the normality assumption holds; otherwise, deviations suggest non-normal residuals.

3) Normal Q-Q Plot: A Q-Q (Quantile-Quantile) plot compares the quantiles of the residuals with the quantiles of a theoretical
normal distribution. If residuals are normally distributed, the points will lie close to the diagonal line. Systematic deviations
(especially at the tails) indicate heavy tails, skewness, or non-normality.
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4) Correlogram (ACF of Residuals): A correlogram shows the autocorrelation function (ACF) of residuals at different lags, along
with confidence intervals. ldeally, residual autocorrelations should be close to zero, lying inside the confidence bands. If
significant spikes appear, it means the model has not fully captured time dependencies in the data.

Standardized residual for "T" Histogram plus estimated density
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Fig.17. Diagnostic Plots for France
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Fig.18. Diagnostic Plots for Netherlands

We performed a one-step ahead forecast using the SARIMAX model.
One-Step Ahead Forecast: The model predicts the next value in the series using all the information available up to the previous time
point. After each new observation, the model updates and generates the next forecast [33].
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Fig.19. One-Step ahead forecast for France
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Fig.20. One-Step ahead forecast for Netherlands

In addition to one-step ahead forecasting, we also employed a dynamic forecast using the SARIMAX model.
Dynamic forecast: A long-term prediction method where the model generates future values by using its own previously predicted
values, instead of actual observed data, as inputs for subsequent forecasts.
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Fig.21. Dynamic forecast for France

©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 |



International Journal for Research in Applied Science & Engineering Technology (IJRASET)
ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538
Volume 14 Issue | Jan 2026- Available at www.ijraset.com

—— observed
25000 + Dynamic Forecast

20000 -

15000

10000 -

Sum of Total Price

5000 -

o -

—5000 +
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
2011

month

Fig.22. Dynamic forecast for Netherlands

The final forecast for both the countries represents the model’s predicted future values of the time series based on historical
acumulated data and fitted parameters. Along with point forecasts, the model also generates a confidence interval, which provides
an estimated range within which the true future values are expected to lie with a specified probability.

The final forecast predicts an expected sales total for January 2012 which is a month ahead from the used data.
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Fig.23. Final forecast for France
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Fig.24. Final forecast for Netherlands
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The shaded region observed in the graph is the confidence interval.

A confidence interval is a statistical range, derived from sample data, that is likely to contain the true value of an unknown
population parameter with a specified level of confidence. It is expressed as an interval estimate around a point estimate, accounting
for sampling variability and uncertainty.

1) Root Mean Squared Error (RMSE)

RMSE is a commonly used metric to evaluate the accuracy of forecasting models. It measures the square root of the average squared
differences between the predicted values and the actual observed values. A lower RMSE indicates that the model’s predictions are
closer to the true values, meaning the model performs better.

Fig.25. RMSE values

In this case, France has a much lower RMSE (1135.07) compared to the Netherlands (3447.28). This suggests that the forecasting
model fits the French data more accurately, while the predictions for the Netherlands show higher deviations from the actual sales,
implying more variability or difficulty in capturing the sales patterns due variability of reasons supposed as lower customer ratio yet
a significant number of sales, singular customer repetition in excess, Greater Variability in Purchase Frequency, Overfitting to
Outliers, etc.

V.  CONCLUSION

This paper presents a comprehensive study of Data Analysis and Forecasting on Supermarket Sales Transactions, where multiple
analytical techniques were applied to extract meaningful insights and predict future sales behavior. Through Exploratory Data
Analysis (EDA), the dataset was examined to uncover hidden patterns, identify anomalies, and summarize key attributes using
statistical methods and visualization techniques. A country-wise comparison revealed that the Netherlands, despite having only 9
unique customers compared to France’s 87, generated significantly higher total revenue, highlighting the impact of high-value, loyal
customers. Further investigation into product price comparisons showed that the majority of top products in the Netherlands carried
higher unit prices than those in France, reinforcing the revenue disparity. The computation of Customer Lifetime Value (CLV)
provided a measure of long-term profitability, where the Netherlands exhibited customers with far superior CLV scores due to high
purchase frequency and bulk ordering, while France displayed broader but lower-value spending behavior. Market Basket Analysis
(MBA) and the Apriori algorithm were employed to detect strong product associations, enabling recommendations for product
bundling and shelf placement to further drive sales. Finally, time-series forecasting using SARIMA was performed to model
seasonal trends and predict future sales, producing accurate and reliable results that can guide inventory management and business
planning. Altogether, the study concludes that advanced data-driven approaches such as EDA, CLV, clustering, MBA, and
SARIMA forecasting can significantly improve business understanding, enhance customer targeting strategies, optimize product
placements, and support robust forecasting for better decision-making in supermarket sales.
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