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Abstract: This work offers a cursor control system that utilises a web cam to capture human movements and a voice assistant to
quickly traverse system controls. Using MediaPipe, the system will let the user to navigate the computer cursor with their hand
motions. It will use various hand motions to conduct activities such as left click and dragging. It also allows you to choose
numerous items, adjust the volume, and adjust the brightness. MediaPipe, OpenCV etc advanced libraries in python are used to
build the system. A hand gesture and a voice assistant used to physically control all i/o operations. To recognise hand gestures
and vocal instructions, the project employs cutting-edge machine learning and computer vision techniques, which operate
effectively without the need for extra computer hardware. Hand gestures are a simple and natural way to communicate.
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I. INTRODUCTION

Non - verbal communication in the form of gestures is utilized to convey a certain message. The movements of a person’s body,
hands, or face can be used to send this message. Gestures have the ability to convey something when engaging with other
individuals. From simple to incredibly complicated hand movements. For example, we can point to something (an object or people)
or utilize a variety of simple gestures or motions that are conveyed in sign language that are integrated with their syntax and
dictionary, more often known as sign languages. As a result, humans can communicate more effectively by employing hand motions
as a device with the help of computers

Hand gestures have taken control of mouse functions such as controlling the movement of a visual item. The work is supposed to
be low-cost, and it makes use of low-cost input devices such as a webcam to capture hand movements as input. Modeling
predetermined command-based movements is used to manipulate materials.

A. Scope and Proposed Model

There are different existing systems. One with regular mouse (hardware tool) to navigate around in the monitor. It is not possible to
use hand motions to access the monitor screen.

Other is the gesture system which uses color tapes to identify the gestures. And the functionalities performed are static in nature
which are basic.

Making use of the current system, we can utilise a laptop/computer with a web camera and microphone to control the mouse and
execute simple operations without additional computer hardware. In addition, a voice assistant is used to perform additional tasks.

Il. LITERATURE SURVEY
A. Recognition of Hand Gestures
Gesture recognition is a hot topic in computer science, and it involves developing systems that translate human movements so that
anyone can interact with a device without touching it directly. Gesture recognition is the process of detecting, representing, and
turning gestures into a precise intended command. The aim of hand gesture recognition is to identify from a clear hand movement
that is given and process this gesture representation on the devices using a map as the output.

From a variety of sources, there are three ways to recognize hand gestures, as follows:
1) Machine Learning Methods

2) Algorithm Methods

3) Rule-based Methods
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Fig. Hand perception pipeline overview

B. MediaPipe Framework

MediaPipe gives life to the products and services we use on a daily basis. Unlike other machine learning frameworks that use a lot
of resourses, MediaPipe uses very little. It is so tiny and functional that it can run on embedded 10T devices. Following its release in
2019, MediaPipe opens up a whole new universe of possibilities for researchers and developers. MediaPipe implements the pipeline
in Figure 2.1. contains 2 models of hand gesture recognition as follows:

1) Palm detector model

2) Hand landmark model

3) Gesture recognizer

C. Voice Assistant
Below figure forms the basis for any kind of voice assistant.

VOICE TECHNOLOGY

BRAIN TECHNOLOGY

Voice Activation

Voice Biometrics

Automatic Speech

Dialog Management

Recognition [ASR)

Matural Language

(Teach-To-Speech [(TTS) Understanding (NLU)

Mamed Entity Recognition
NER)

Fig. Technologies for Voice Assistant

IHLLSYSTEM ARCHITECTURE
The proposed system can be initially started by invoking either voice assistant program or gesture control program. Using either the
other program can be started as well. In the gesture control program, users gestures are captured through web cam, each frame goes
through MediaPipe’s hand gesture recognition module (mp.solutions.hands) and landmarks are established. Using these landmark’s
a gesture is recognized with the help of some computation. Then a controller class performs actions based on these commands. This
is done repeatedly. In the voice assistant program, voice is recorded through microphone. Commands are understood. According to
the commands the actions are performed.
The project uses touch control to provide the following functions:
1) Move the cursor
2) Stop gesture
3) Left cursor
4) Double click
5) Scrolling
6) Drag and Drop
7) Multiple Item Selection
8) Volume Control
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The project uses voice assistant to provide following functions:
a) Launch / Stop gesture recognition

b) Google Search

c) Find a location on google maps

d) File navigation

e) Date &time

f) Copy Paste

g) Sleep/wake voice assistant

h) Exit
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Fig. Architecture Diagram of Proposed System

IV.SYSTEM DESIGN
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Gesture Control interface is started by running the Gesture_Controller.py in Anaconda prompt. Language/Technology used for the
implementation consists of Python, HTML, CSS, JavaScript, and Anaconda as platform. Gesture Control interface is started by

running the Gesture_Controller.py in Anaconda prompt

troller.py

troller.py

10items 1 item selected 195 KB

Prirtout
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Fig. Commands in Anaconda prompt to open Gesture Control
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Fig. Voice Assistant Implementation
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VI.RESULT AND OUTPUTS
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VII. CONCLUSIONS
The Hand gesture recognition and voice assistant system has become an important role in building efficient human-machine
interaction. Implementation using hand gesture recognition promises wide-ranging in technology industry. The MediaPipe as one
framework based on machine learning plays an effective role in developing this application using hand gesture recognition.
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