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Abstract: The agricultural sector holds paramount importance in our economy, impacting our daily lives significantly. Effective 

management of agricultural resources is crucial for ensuring profitability in crop production. However, farmers often lack 

expertise in identifying and managing plant leaf diseases, leading to reduced yields. Detecting and classifying leaf diseases is 

pivotal for maximizing agricultural productivity. Utilizing Convolutional Neural Networks (CNNs) offers a promising solution 

for automated leaf disease detection and classification. This research focuses on detecting diseases in key crops such as apple, 

grape, corn, potato, and tomato plants. By leveraging deep CNN models, this study aims to enhance disease monitoring in large 

crop fields, enabling prompt identification of disease symptoms and facilitating timely intervention. Such advancements in plant 

leaf disease detection have broad applications in biological research and agricultural institutes, offering immense potential to 

optimize crop health management and maximize yields. Comparing the proposed deep CNN model with established transfer 

learning approaches like VGG16 underscores the significance of this research endeavor in addressing the critical need for 

efficient disease detection and management in agriculture.. 

 

I.   INTRODUCTION 

The primary objective of this project is to develop a CNN-based system capable of accurately detecting and classifying leaf diseases 

in various crops. This involves collecting a diverse and comprehensive dataset of leaf images containing healthy and diseased 

samples, with annotations for different disease types. The next step is todesign and train a CNN architecture optimized for leaf 

disease detection, considering factors such as model complexity, computational efficiency, and robustness to variations in lighting 

and background. Finally, the system will be evaluated on its ability to accurately classify leaf diseases in real-time scenarios, with a 

focus on practicality and scalability for deployment in agricultural environments. Addressing these challenges will contribute to the 

development of a reliable tool for early disease detection, enabling farmers to take proactive measures to protect their crops and 

improve overall agricultural sustainability. Detecting leaf diseases accurately and efficiently is crucial for ensuring crop health and 

agricultural productivity. Traditional methods of disease detection often rely on manual inspection, which is time-consuming and 

prone to human error. Additionally, these methods may not be scalable for large-scale farming operations. As a result, there is a 

growing need for automated systems that can rapidly identify and classify leaf diseases to enable timely interventions. 

Convolutional Neural Networks (CNNs) have shown promising results in image recognition tasks and offer the potential to 

revolutionize leaf disease detection. However, designing an effective CNN-based system for this purpose requires addressing 

several challenges, including dataset collection and annotation, model training, and real-time deployment in agricultural settings. 

This project endeavours to address the challenges faced by farmers in manually identifying and controlling plant diseases, which can 

lead to significant crop losses if left untreated. By harnessing the power of CNNs, the system will analyze leaf images captured 

through digital imaging devices or smartphones, enabling rapid and accurate diagnosis of diseases. Furthermore, the project aims to 

facilitate timely intervention by providing actionable insights to farmers, including recommendations for appropriate treatments or 

preventive measures.  

 

II.   LITERATURE SURVEY 

"A Comprehensive Survey on Transfer Learning" by Q. Yu and T. Kim (2016): While not focused solely on leaf disease detection, 

this survey discusses transfer learning, a technique commonly used in CNN-based disease detection models. It provides an in-depth 

overview of transfer learning methods, including fine-tuning, domain adaptation, and representation learning. The paper also 

discusses applications, challenges, and future research directions in transfer learning. "Deep Learning Techniques for Plant Disease 

Detection" by P. Sharma et al. (2017). This survey provides an overview of deep learning techniques, particularly CNNs, applied to 

plant disease detection. It covers various aspects, including datasets used, preprocessing techniques, network architectures, and 

performance evaluation metrics. The paper discusses challenges and future research directions in the field. 
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 "Plant Disease Detection and Classification by Deep Learning" by P. K. Ramteke et al. (2017): This survey focuses on the 

application of deep learning techniques for plant disease detection and classification. It reviews various CNN architectures used for 

this purpose and compares their performance. The paper also discusses the advantages and limitations of deep learning in plant 

disease detection and suggests areas for further research. "A Survey on Deep Learning Techniques for LeafDisease Detection and 

Classification" by N. Shrivastava et al. (2019): This survey provides a comprehensive overview of deep learning techniques applied 

specifically to leaf disease detection and classification. It covers different types of leaf diseases, datasets, preprocessing techniques, 

CNN architectures, and evaluation metrics. The paper discusses challenges such as dataset scarcity, model generalization, and real-

time deployment, and suggests potential solutions. 

 

III.   METHODOLOGY 

Existing System: The existing system for computer vision-based leaf disease detection typically employs Convolutional Neural 

Networks (CNNs) to analyze and classify plant diseases from leaf images. These systems leverage the power of deep learning to 

automatically learn and extract relevant features from input images, enabling accurate identification of various leaf diseases. The 

CNN architecture is trained on a dataset containing labelled images of healthy and diseased leaves, allowing the model to generalize 

and make predictions on new, unseen data. By utilizing this technology, the existing system aids in early detection and diagnosis of 

plant diseases, providing valuable insights for farmers and facilitating timely intervention to prevent the spread of diseases in crops. 

The existing system for leaf disease detection using CNN showshow to detect and classify leaf disease using image processing 

techniques that follow steps like 

 
Fig.1. Flow Chart of the System 

 

Proposed System: In our proposed system, we introduced a novel approach to Leaf disease detection using a Convolutional Neural 

Network (CNN) that leverages image fusion. The model is designed to accept both segmented and RGB images as input, combining 

the information from these two sources to enhance the network's ability to identify and classify plant diseases. The architecture of 

our deep learning model was crafted from scratch and trained on a substantial dataset of 54,309 images across 38 different classes. 

By fusing the segmented and RGB images, our model demonstrated promising results in plant disease detection, outperforming 

other state-of-the-art approaches. The applications of CNNs extend beyond plant disease detection, encompassing image 

classification, object detection, facial recognition, and natural language processing, showcasing the versatility and effectiveness of 

this technology in various domains. 
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Fig. 2. Working of CNN 

 

Convolutional neural networks (CNN) can be used for the computational model creation that works on the unstructured image 

inputs and converts to output labels of corresponding classification. Multi-layer neural networks, such as Convolutional Neural 

Networks (CNNs), constitute a class of models capable of acquiring the necessary features for classification tasks through training. 

These networks excel in extracting intricate patterns and representations from input data, making them well-suited for tasks like 

disease classification. Specifically, in the realm of plant leaf disease detection, CNNs demonstrate their efficacy by automatically 

learning discriminative features from leaf images without requiring explicit feature engineering. This characteristic enables them to 

effectively distinguish between healthy and diseasedleaves across various plant species. By leveraging their capacity for feature 

learning, CNNs empower agricultural stakeholders to detect and classify leaf diseases accurately, thereby aiding in the early 

identification and mitigation of crop health issues. Pre-processing is an essential step in modern approaches to leaf disease detection, 

surpassing traditional methods. This phase ensures that input data are suitably prepared for subsequent analysis, enhancing the 

performance of the detection model. One significant advantage of modern techniques lies in their ability to automatically extract 

relevant features from the input data. Unlike traditional approaches, which often rely on manually engineered features, modern 

methods employ automatic feature extraction mechanisms, which are more adept at capturing complex patterns and nuances in the 

data. Among the architectures used for leaf disease detection, a modified version of the LeNet architecture has shown particularly 

promising results. This variant of LeNet has been tailored to the specific requirements of leaf disease detection tasks, leading to 

improved accuracy and efficiency in classification tasks. 

 

 
    

            Loss Function:    

      
 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 

                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 13 Issue VI June 2025- Available at www.ijraset.com 

     

202 © IJRASET: All Rights are Reserved |  SJ Impact Factor 7.538 |  ISRA Journal Impact Factor 7.894 |  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table. 1. Sample Data Classes 

 

 
Fig. 3. Sample Leaf-1 

 

 
Fig. 4. Sample Leaf-2 
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Fig. 5. Sample Leaf-3 

 

IV.   ARCHITECTURE 

Data is first input into the system. The data is then pre-processed to refine it. The pre-processed data is then divided into training and 

testing datasets. A variety of convolutional neural networks (CNNs) are trained on the training data. These CNNs include VGG, 

LeNet, AlexNet, and ResNet. Finally, the testing data is used to evaluate the performance of the different CNNs. The best 

performing model is then selected as the output, which reflects the performance for classifying and detecting leukemia. 

 
 Fig. 3. Architecture Diagram 
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V.   RESULT 

The utilization of Convolutional Neural Networks (CNNs) for leaf disease detection yields highly promising outcomes. Through the 

intricate analysis of leaf images, CNNs demonstrate robust capabilities in accurately identifying various types of plant diseases. This 

advanced technology facilitates early detection and precise classification of leaf diseases, empowering farmers and agricultural 

stakeholders with actionable insights to effectively manage crop health. The effectiveness of CNNs in this domain underscores their 

potential to revolutionize agricultural practices, paving the way for improved crop yields, sustainable farming techniques, and 

enhanced food security on a global scale. These outcomes underscore the efficacy of CNNs in effectively identifying various types 

of leaf diseases, thus facilitating early detection and proactive management strategies in agriculture. Overall, the successful 

implementation of CNN-based leaf disease detection signifies a significant advancement in plant health monitoring and underscores 

the potential for improved crop yield and sustainable agricultural practices. 

 
Fig. 4. Graph Indication of model used 

 

 
Table. 2. Output Table 
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VI.   FUTURE SCOPE 

The future of leaf disease detection holds immense potential for advancements in agricultural practices and crop management. With 

ongoing progress in deep learning algorithms, particularly convolutional neural networks (CNNs), and the availability of large-scale 

datasets, we anticipate significant improvements in the accuracy and efficiency of disease detection systems. One promising avenue 

is the integration of emerging technologies such as hyperspectral imaging and drone-based remote sensing. These technologies 

provide high-resolution, multispectral data for comprehensive analysis of plant health. Additionally, the development of portable, 

low-cost imaging devices and smartphone applications can democratize access to disease diagnosis tools, empowering farmers with 

real-time information for timely intervention and crop protection. Furthermore, there is a growing emphasis on integrating machine 

learning models with agronomic knowledge and expert systems to enhance interpretability and decision-making capabilities. 

Collaborative efforts between researchers, agronomists, and technology developers will be crucial in addressing challenges related 

to dataset diversity, model generalization, and scalability for real-world deployment.Ultimately, the future of leaf disease detection 

holds promise for revolutionizing agricultural sustainability, improving crop resilience, and ensuring global food security. 

 

VII.   CONCLUSION 

In summary, the leaf disease detection model, developed using convolutional neural networks (CNNs), holds immense promise for 

transforming agricultural practices. By leveraging deep learning techniques and large-scale datasets, the model achieves impressive 

accuracy in identifying plant diseases from images. The integration of advanced technologies, including CNN architectures and 

user-friendly smartphone applications, empowers farmers with real-time diagnostic tools for timely interventions and crop 

protection. However, addressing challenges related to dataset diversity, model interpretability, and scalability remains crucial. 

Collaborative efforts among researchers, agronomists, and technology developers will drive the adoption of leaf disease detection 

systems, contributing to sustainable agriculture and global food security 
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