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Abstract: The dependence on people over technology has never been higher, to the point where deep learning and machine 
learning algorithms can conduct anything from object detection in images to adding sound to silent movies. Similarly, 
handwritten text recognition is a major field of research and development with a plethora of possibilities. Using this method, the 
system is taught to look for similarities as well as differences between diverse handwriting samples. This program turns a picture 
of a handwritten transcription into digital text. Convolution Neural Network (CNN) with the help of IAM databases are used on 
the proposed work to recognize the handwritten text. Our main goal is to integrate the aforementioned models, with their release 
times, in order to create the best text recognition possible, model. 
Keywords: Handwritten Text Recognition (HTR), Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), 
Connectionist Temporal Classification (CTC) 
 

I. INTRODUCTION 
Using this method, the system is taught to look for similarities as well as differences between diverse handwriting samples. This 
program turns a picture of a handwritten transcription into digital text. Clearly, we used neural network models to achieve 
handwritten digital identification with the help of IAM databases in this article. Our main goal is to integrate the aforementioned 
models, with their release times, in order to create the best text recognition possible, model. One of the new features in computer 
recognition is character recognition. People's abilities are far more powerful than their ability to see any object or business. The 
system has a hard time detecting the text. During text recognition, the input picture is processed, features are extracted, and a 
classification schema is created, teaching the system to recognize the text. 
In [1] authors implemented various pre-processing techniques. They proposed an offline character recognition based on ANN 
model. Although usage of several techniques did not improve the accuracy rate for handwritten text recognition i.e. we are unable to 
reach 100% accuracy. In [2] authors implemented a system and achieved an accuracy of 79.9% and an accuracy of 83%.8 with the 
hybrid-MMI approach. In [3] authors implemented their method with 89.6% accuracy for handwritten Devanagari numerals. In [4] 
implemented a method using a fuzzy set with an accuracy of  90%.  
 

II. PROPOSED DESIGN 
A. Proposed Text Recognition System 
The proposed systems use scanned images of handwriting, as shown in the figure 1.0. Our proposed model uses word images as 
input. In word pictures, NN training is achievable on the CPU as the input layer (so all opposing layers) are usually kept small (Yes, 
the GPU could be better). The minimum requirement for HTR implementation is TF. 

 
Figure 1: Image taken from the dataset converted into digital text 

 
Figure 1 shows the transformation of image text to digital text. 
 
B. Model Overview 
Figure 2.0 shows the model used in the proposed work. 
It consists of three layers as shown inFigure 2.1  
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Figure 2.1: Sample Overview/Flow of the proposed model 

 
To get started, we must first process the images to remove the noise.  
NN is a function that transfers an image to a sequence  c1, c2 .. as follows . 
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C. Operations 
The CNN layers have three procedures in each tier.  
A 55% filter is employed in the first two layers of the convolution operation, and a 33% filter is utilized in the last three levels of the 
input.  
The non-linear function is used.  
A pooling layer aggregates picture areas 
Finally a reduced version of the input. Is produced 
Input: It's a 128 x 32 pixel gray-value picture. Because the images in the collection seldom have this precise dimension, we enlarge 
them Figure depicts this procedure.  

 
Figure 2.2: Circles specify NN functionality and rectangles specify data flow via NN 

 
In Figure 3 the image with the maximum size is measured to fit the target 128x32 size and the remaining space is filled in white. 
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D. Implementation  
1) DataLoader.py: This python module’s main outcome is that it loads the IAM dataset and has other features namely splitting the 

dataset (95% - training set and 5% - validation set), getting the iterator information, checking and getting the element, and 
getting the image. In its implementation there are several functions and some of them are __init__(), validate_set(), train_set(), 
get_img(), get_iterator() etc. 

2) Preprocessor.py: This python module’s main outcome is that it resizes the input image to target size, by applying data 
augmentation. Create an image of a text line by pasting multiple word images into an image. In its implementation there are 
several functions and some of them are __init__(), truncate_label(), simulate_text(), process_text() etc. 

3) Model.py: This python module’s main outcome is that we are creating a Neural Network model by using three different 
algorithms namely Convolutional Neural Network (CNN), Recurrent Neural Network, and Connectionist Temporal 
Classification. Some other features which are provided are the initialization of the TensorFlow, saving the model, dumping of 
the neural network, etc. In its implementation there are several functions and some of them are __init__(), setup_cnn() 
setup_rnn(), setup_ctc(), setup_tf() etc. 

4) Main.py: This python module’s main outcome is that it takes command-line arguments which act as input for all the above 
three modules, that is we create and train our neural network model and test it with sample scanned text images. This module 
act as the main interface for everything. In its implementation there are several functions and some of them are __init__(), 
set_summary() train(), validate(), infer() etc. 

a) CNN: Created a kernel of size k x k for each CNN layer and applied the convolution results using the  RELU operation and  
repeated for all levels. 

b) RNN: We built a two layers each consisting of 256 units. Upon which we built a bidirectional layer.  The output layer consists  
sequences of size 32 x 256 forward and backward.  After concatenating we obtained a 32 x 512 sequence. The final output is 
sent to the CTC layer. 

c) CTC: The CTC is provided with an RNN exit matrix and a basic truth text while training NN, and calculates the loss rate. The 
CTC is simply assigned a matrix and divides it into final text while directing. The true text is stored as a sparse tensor at the 
bottom. Both CTC procedures must be supplied the length of the input sequences.  

 
E. Enhancing the Model 
To improve the accuracy we increase the size of the database and remove the compilation style images in the input image. At the 
end we increased the input size. No academic titles or descriptions of academic positions should be included in the   addresses. 
The affiliations should consist of the author’s institution, town/city, and country. 

III. THE PROPOSED NETWORK’S ARCHITECTURE 
The proposed network comprises several levels, as seen in the diagram below: 

 
A. Convolutional Neural Network Layer 
CNN uses highly efficient structures to interpret 2D pictures in order to mimic human visual processing. It can also successfully 
learn how to extract and abstract 2D characteristics. In particular, CNN's max-pooling layer is quite good at absorbing shape 
fluctuations. 

 
B. Recurrent Neural Network Layer 
The RNN reduces the severity of ascending parameters and memorizing each previous output by sending each output as a 
subsequent hidden layer. 
The formula for calculating current state: 

 ttt xhfh ,1
 

The formula for applying activation function: 

 txhthht xWhWh  1tanh
 

Formula for calculating output: 

thyt hWy 
 



87 

International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 10 Issue IV Apr 2022- Available at www.ijraset.com 
      

87 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 
 

 

 
Figure 4: Architecture of the proposed model 

 

 
Figure 5: Convolutional Neural Network Layer 

 
C. Connectionist Temporal Classification Layer 
CTC operates by adding up the chances of all conceivable alignments between the input and the label. 
The blank token is a means to get around this. It has no meaning and is simply eliminated before the final word output is generated. 
Each input step can now be assigned a personality or a blank token by the algorithm. Initially for each input sequence, the CTC 
assigns each character with a probability and repeats with no blank token between them are merged and finally, the blank token is 
discarded. The probability label may then be assigned to the input by the CTC network. This algorithm do not need input and output 
alignment. It calculates the likelihood of an output given an input by adding the probabilities of all conceivable alignments. We 
figured out how the loss function is generated finally. Consider a basic way to motivating the particular sort of CTC alignments. 
Let's have a look at an example 

 
Figure 6: Collapsing of the repeats 
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D. Summary of Dataset 
Non-printed manuscript forms were filmed at a resolution of 300dpi and saved as PNG images with 256 gray levels on the website.  
IAM data set is used in the proposed work. The information in the tables above pertains to one training, one testing, and two 
validation sets. There are several photos of the same type with a certain dimension in the data collection along with a  label. It 
includes the image as well as the text that accompanies it. It starts with an image and then moves on to the specific text inside it. 

 
IV. RESULTS 

We gave a picture as an input as show in figure 1.0 and and the model predicts the output as shown in figure 7.4 using the trained 
knowledge. 
 

 
Figure 7.1: Sample Input Image 1 

 
The input supplied to the neural network to anticipate the solution is shown in figure 7.1. 

 
Figure 7.2: Sample Output for the input image 1 

 
Let us test it with another image which is figure 7.3 

 
Figure 7.3: Sample Input Image 2 

 
For the image in figure 7.3 the output generated is shown in figure 7.4 
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Figure 7.4: Sample output for the input image 2 

 
V. CONCLUSION AND IMPLICATIONS FOR THE FUTURE 

The proposed work obtained  highest level of accuracy for the text with the little noise. The dataset has a huge impact on the 
accuracy. We intend to expand this research in the applying the de-noising in future to enhance the character recognition. 
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