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Abstract: Character recognition is a process by which a computer recognizes letters, figures, or symbols and turns them into a 

digital form that a computer can use. In moment’s terrain character recognition has gained a lot of attention in the field of 

pattern recognition. Handwritten character recognition is useful in cheque processing in banks, form recycling systems, and 

numerous further. Character recognition is one of the well- liked and grueling areas of exploration. In the unborn character 

recognition produce a paperless terrain. In this paper, we describe the detailed study of the being system for handwritten 

character recognition. We give a literature review on colorful ways used in offline English character recognition.  
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I. INTRODUCTION 

Optic character recognition is the history when in 1929 Gustav Tauschek got a patent on OCR in Germany followed by Handel who 

attained a US Patent on OCR in USA in 1933. Since also number of character recognition systems have been developed and are in 

use for indeed marketable purposes also.[1] But still there's a stopgap to make some further intelligent hand written character 

recognition system because hand jotting differ from one person to other. [2]His jotting style, shape of rudiments and their sizes 

makes the difference and complexity to fete the characters. [3]Experimenters formerly paid numerous sweats in designing hand 

written character recognition system utmost of them cited as because of its important operation like bank checking process, reading 

postal canons and reading different forms [4]. Handwritten number recognition is still a problem for numerous languages like 

Arabic, Farsi, Chinese, English, etc [5]. A machine can perform further tasks than a mortal being in the same time;[6] this kind of 

operation saves time and plutocrat and eliminates the demand that a mortal perform such a repetitious task. [7]For the recognition of 

English handwritten characters, colorful styles have been proposed [8]. Also a many figures of studies have been reported for Farsi 

language [9]. In some hand- jotting, the characters are indistinguishable indeed to the mortal eye, and that [10] they can only be 

distinguished by environment. [11]In order to distinguish between similar analogous characters, the bitsy differences that they've 

must be linked. One of the major problems of doing this for hand written characters is that they don't appear at the same relative 

position of the letter due to the different proportions in which characters are written by different pens of the language. Indeed the 

same person may not always write the same letter with the same proportions. Then, the thing of a character recognition system is to 

transfigure a hand written textbook document on paper into a digital format that can be manipulated by word processor software. 

The system is needed to identify a given input character form by mapping it to a single character in a given character set. Each hand 

written character is resolve into a number of parts ( depending on the complexity of the ABC involved) and each member is handled 

by a set of purpose erected neural network. The final affair is unified via a lookup table. Neural network armature is designed for 

different values of the network parameters like the number of layers, number of neurons in each subcaste, the original values of 

weights, the training measure and the forbearance of the correctness. The optimal selection of these network parameters clearly 

depends on the complexity of the ABC. 

The first important step in any handwritten recognition system is pre-processing followed by segmentation and point birth. Pre-

processing includes the way that are demanded to shape the input image into a form suitable for segmentation (8). In the 

segmentation, the input image . is segmented into individual characters and also, each character is resized into m x n pixels .towards 

the training network. The Selection of applicable point birth system is presumably the single most important factor in achieving high 

recognition performance. Several styles of point birth for character recognition are reported within the literature (9). The 

considerably used point birth styles are Template matching, Deformable templates, Unitary Image transforms, Graph . description, 

Projection Histograms, Contour lives, Zoning, Geometric moment invariants, . Zernike Moments, Spline wind approximation, 

Fourier descriptors, Grade point and Gabor Features. 
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II. SYSTEM DESIGN 

 

The overview of the system implementation is as shown below: 

 

 

 

 

  

Fig.1: General Block Diagram 

 

The steps involved in English Alphabet Recognition are: 

1) Step 1: START 

2) Step 2: Collect dataset i.e. English alphabets for training.  

3) Step 3: Collect test patterns for testing. 

4) Step 4: Apply preprocessing and extract features from collected samples. 

5) Step 5: Define methods for training & testing using MATALB & other toolboxes.  

6) Step 6: Training the network using defined algorithm. 

7) Step 7: Repeat Step 5 if wants reducing the errors.  

8) Step 8: Testing the pattern. 

9) Step 9: Check recognized character.  

10) Step 10: STOP 

 

A. Image Pre-processing 

Image pre-processing is a method where documents are processed to clean and bring them into desired format for further 

processing. It is series of operations. Pre-processing aims at improving data in given image by reducing or eliminating undesired 

distortions and enhancing important features in image. 

Pre-processing is not a single step. It includes number of operations as mentioned below: 

1) Gray Scale Conversion: The process, in which RGB image is converted to black & white, is called gray scale conversion. For 

binarization gray scaling is important because after doing these only gray shades remain in image and binarization of such 

images is efficient. Rgb2gray function is used to perform this operation. It eliminates hue and saturation and retains 

luminance. 

2) Binarization: In binarization, gray image is converted into an image having pure black & pure white pixel values. In this 

process, pixels having intensities lower than half of full intensity are converted to black and remaining intensity values are 

converted to white pixels. 

3) Inversion: In inversion, present image is just an inverse of previous one. That means, each pixel of image has colour or 

intensity value which is exact inverse of that of previous image. This is important because any character of image must only 

be extracted efficiently from its background. It is only required in case where objects of interest are of darker intensity on 

lighter background. 

4) Noise Removal: Noise can occur at the time of capturing the image or image transmission. Noise is nothing but the unwanted 

data in input image that shows different intensities than true ones. This noise can be removed by using either of the following 

filtering: 

a) By Mean Filtering 

b) By Median Filtering 

c) By Average Filtering 

d) By Adaptive Filtering, etc 

5) Edge Detection: Most   of   the   information   is   enclosed    in    edges    so    edges    are    detected    and    by using filters 

these   are   enhanced.   For   this   some   masks   such   as   prewitt,   sobel,   laplacain,   etc are used which detect the 

horizontal, vertical edges, etc. 

Post- 

Processing 
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6) Morphological Operations: The reason behind morphological operations is filtering document by replacing convolution by 

logical operation. Dilation, erosion, filling, opening, closing, etc come under morphological operations. These operations 

smoothens contours, decay joined strokes, connect broken strokes, perform thinning, etc. hence morphological operations 

help in removing noise from images.These techniques use a structuring element. It is placed at all probable locations in image 

& it iscompared with the neighborhood of pixels. In dilation pixels are added to the object’s boundary and image grows or 

thickens the object. Erosion removes pixels from object boundaries.Also, opening where erosion is followed by dilation & 

closing where dilation is followed by erosion are the typical morphological operations. 

 

B. Feature Extraction 

Feature extraction is the process where relevant information about different shapes present in the pattern is detected and put in a 

vector to use further for classification. Depending on the feature vectors system classifies the inputs with significant accuracy. So, 

the features extracted should be highly discriminative with reduced dimensions in order to reduce the computation requirements in 

classification. Feature extraction is done properly, and then it can also reduce the errors such as mean square error or inter-distance 

differences, etc. Each character has some features, which play an important role in pattern recognition. Indian Marathi language 

characters have many particular features. Feature extraction describes the relevant shape information contained in characters so 

that the task of classifying the character is made easy by a formal procedure. Feature extraction stage in Marathi language 

characters Character system analyses these Marathi language characters Character segment and selects a set of features that can be 

used to uniquely identify. Mainly, this stage is main part of system because output depends on these features. 

1) Zoning: In the process of zoning, a binary image having Marathi language characters which are pre-processed and normalized 

to a size of 36 x 36 is partitioned into n number of equal-sized zones. Then features are extracted from the individual zone. 

The advantage of finding features from individual zone over that from the whole images is that it provides more detailed 

information regarding small and finer details in the skeleton of the character image. After calculating feature vectors from 

each zone, they are put in an array to make one feature vector representing the features for a given input image. 

2) Directional Features: These features are extracted from the image skeleton, based on the line types forming the character 

skeleton. To do this, the image is zoned or partitioned into 3 x 3 sub-images and features are extracted from each of the zones. 

 

C. Moment Invariant Features 

These features are extracted from image skeleton, based on the line types forming the character skeleton. To do this, image is 

zoned or partitioned into 3 × 5 sub images and features are extracted from each of the zones. 

Moment Invariant Features 

These are the statistical features. In object recognition, moments play a significant role. This method measures the intensity 

function. It gives global character information. 

III. CLASSIFICATIONS AND RECOGNITION 

The bracket stage is the decision making part of a recognition system and it uses the features uprooted in the former stage. A feed 

forward back propagation neural network having two retired layers with armature of 54-100-100-38 is used to perform the bracket.  

The retired layers use log sigmoid activation function, and the affair subcase is a competitive subcase, as one of the characters is to 

be linked. The point vector is denoted as X where  X = (f1, f2, …, fd) where f denotes features and d is the number of zones into 

which each character  is divided. The number of input neurons is determined by the length of the point vectored. The total number 

of characters n determines the number of neurons in the affair subcase. The number of neurons in the retired layers is attained by 

trial and error. The most compact network is chosen and presented.  The network training parameters are  

1) Input bumps54/69  

2) Retired bumps 100 each  

3) Affair nodes38 (26 rudiments, 10 numbers, and 2 special symbols)  

4) Training algorithm Grade descent with instigation training and adaptive literacy  

5) Perform function Mean Square Error  

6) Training Thing achieved0.000001  

7) Training epochs1000000  

8) Training instigation constant0.9. 
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IV. RESULTS 

Following figure shows the home page of GUI (graphical User Interface) with various buttons on it that are used to perform various 

functions needed to recognize the character present in an uploaded image. Load Image will upload input image. Train button will 

train the neural network by using either of the two techniques. Extract Text will give characters extracted from given input image.  
 

 
Fig.2: Home Page                                                             Fig.3: Uploaded Image 

 

A. Uploaded Image  

After clicking on button “Load Image”, any type of image which is of handwritten character, will be uploaded. After choosing the 

input image one pop-up message will be shown on screen telling that image is uploaded successfully and choose the algorithm for 

training the network. 

 

B. Training Neural Network  

After clicking on button “Train”, to train the network using features extracted by either of the two features extraction techniques, 

following window is showing on screen. 

 
Fig.4: Training Neural Network 
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C. Extracted Output Character  

By clicking “Extract Text” text from image will be shown in a box as shown in the figure 9.4. Also number of alphabets present in 

input image will be shown in box given.  

 
Fig.5: Character Extraction 

V. CONCLUSION 

This project is intended to build a system that recognizes the Handwritten English alphabet. This method produces good results 

for handwritten text images which are written by different persons in different handwriting styles. Neural networks are commonly 

used for character recognition because of their property to tolerate high noise. Extracting features is one of the most essential 

steps in the character recognition domain. A strongly chosen feature set provides a good recognition rate. Without effective pre-

processing, the extracted features of images are of low quality. The gradient feature extraction technique is highly accurate than 

the geometric feature extraction technique. Gradient feature extraction technique is faster to process high-end data. 
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