
 

11 III March 2023

https://doi.org/10.22214/ijraset.2023.49570



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue III Mar 2023- Available at www.ijraset.com 
       

 
1145 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

Heart Disease Prediction Model 
 

Mr. D. Suresh Kumar1, SK. Abdul kareem2, K. Roopesh3, P.Aneesh4

1, 2, 3, 4KL University 
 

Abstract: Heart disease is a leading cause of death worldwide. Early prediction of heart disease can save many lives. Data 
mining techniques have been widely used to predict heart disease. In this paper, we present a comprehensive study on heart 
disease prediction using data mining techniques. We analyse  the various data mining algorithms that have been used in the 
literature for heart disease prediction. We also evaluate the performance of these algorithms using several metrics such as 
accuracy, precision, recall, and F1 score. We conclude that data mining techniques are useful in heart disease prediction and 
can help in early diagnosis of heart disease. 

 
I.      INTRODUCTION 

According to the World Health Organization, approximately 17.9 million people die each year due to heart disease. Early detection 
and prediction of heart disease are essential for reducing mortality rates. Data mining techniques have been widely used to predict 
heart disease. Data mining techniques can identify patterns in data and can be used to predict the likelihood of heart disease. In this 
paper, we present a comprehensive study of heart disease prediction using data mining techniques. 
The goal of this research paper is to explore various data mining techniques for heart disease prediction and evaluate their 
effectiveness. Specifically, this paper will discuss the use of machine learning algorithms such as decision trees, random forests, 
logistic regression, and artificial neural networks in predicting heart disease risk. The paper will also compare the performance of 
these algorithms in terms of accuracy, sensitivity, specificity, and other evaluation metrics. 

 
II.      LITERATURE SURVEY 

Several data mining techniques have been used for heart disease prediction. These techniques include decision trees, artificial neural 
networks, support vector machines, logistic regression, and k-nearest neighbour. Decision trees are widely used for heart disease 
prediction. Decision trees are easy to interpret and can handle both categorical and numerical data. Artificial neural networks have 
also been used for heart disease prediction. Neural networks can learn complex patterns in data and can make accurate predictions. 
Support vector machines have been used for heart disease prediction due to their ability to handle high-dimensional data. Logistic 
regression is a simple but effective technique for heart disease prediction. Logistic regression can model the probability of heart 
disease based on the input variables. K-nearest neighbour is another widely used technique for heart disease prediction. K-nearest 
neighbour can identify similar patients and can predict the likelihood of heart disease based on their characteristics. 

 
III.      DATA MINING 

We used some data mining algorithms for heart disease prediction. These algorithms are decision tree, artificial neural network, 
support vector machine, logistic regression, and k-nearest neighbour. We used 10-fold cross-validation to evaluate the performance 
of these algorithms. We measured the performance of these algorithms using several metrics such as accuracy, precision, recall, and 
F1 score. For our model we have used:  
1) Logistic Regression: Logistic regression estimates the probability of the dependent variable taking a certain value (usually 1) 

based on the values of the independent variables. It accomplishes this by fitting a logistic function to the data, which transforms 
the linear regression equation into a form that can be used to model the probabilities of the binary outcomes. 
Logistic regression can be used in a wide range of fields, including business, healthcare, social sciences, and many others. It is 
often used in conjunction with other statistical methods, such as regression analysis or factor analysis, to analyse complex data 
sets and make predictions. 

        Formula:  y = e^(b0 + b1*x) / (1 + e^(b0 + b1*x)) 
2) Decision Tree Regression: It is a popular machine learning technique used for regression problems. In the context of airline 

ticket price prediction, Decision Tree Regression can be used to predict ticket prices based on various features such as flight 
route, date, time, and airline company. Decision Tree Regression builds a tree-like structure that recursively splits the data 
based on the features to predict the target variable.  
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Each split in the tree is determined by a threshold value for a feature that maximizes the reduction in the sum of squared errors 
between the predicted and actual values. 
3) Python Code for Decision Tree Regression: 

 
 

IV.      PROPOSED MODEL 
The proposed model integrates various data mining techniques to improve accuracy in heart disease prediction. The model considers 
both traditional risk factors such as age, gender, and medical history, as well as non-traditional risk factors such as socioeconomic 
status, occupation, and lifestyle choices. The model uses a combination of decision trees, neural networks, and support vector 
machines to analyse  the dataset and predict the likelihood of heart disease. The model is trained on a large dataset and validated 
using cross-validation techniques. 
Logistic regression is widely used in various fields such as healthcare, finance, and marketing to make predictions based on 
historical data. It is a popular method for analysing the relationship between variables because it can account for complex 
interactions and non-linear relationships. Logistic regression models are often used in combination with other statistical techniques, 
such as feature selection and regularization, to improve their accuracy and reduce the risk of overfitting. By using logistic 
regression, analysts can make data-driven decisions that help businesses optimize their processes and improve outcomes.  
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V.      FLOWCHART 

 
 

VI.      IMPLEMENTATION 
A. Data Set  
Data set Source: https://github.com/kareemak720/heart-disease-prediction 

 
 
B. Tools Used  
Google Colab : It allows users to write, run, and share Python code in a browser-based environment without requiring any local 
installation of software or hardware. Colab provides access to a free virtual machine instance with a high-performance CPU, GPU, 
and TPU. It also includes pre-installed libraries for data science and machine learning such as numpy, pandas, scikit-learn 
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C. Libraries Used 
1) Sklearn: A machine learning library that aids within the development of machine learning models. 
2) Pandas: Handle and import datasets. 
3) Numpy: it's a library for mathematicians. 

 
VII.      RESULTS 

We utilized Logistic Regression, K-NN, and Decision Tree Regression models to determine the degree of deviation from the actual 
value.  

 
 

 
 

VIII.      FUTURE WORKS 
Future works include incorporating genetic data into the model to improve accuracy further. The dataset can also be expanded to 
include more diverse populations, as heart disease risk factors may vary based on ethnicity and geography. The proposed model can 
also be adapted for use in remote monitoring and telemedicine, allowing for early detection and intervention in patients with heart 
disease. 
 

IX.      CONCLUSION 
Data mining techniques can be powerful tools in identifying early indicators of heart disease, leading to better outcomes for patients. 
The proposed model integrates various algorithms and considers non-traditional risk factors, improving accuracy in heart disease 
prediction. Future works include incorporating genetic data and expanding the dataset to include more diverse populations. The 
proposed model can be useful in developing personalized treatment plans and can be adapted for use in remote monitoring and 
telemedicine. 
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