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Abstract: Finite field multiplication plays a crucial role in cryptographic circuits due to its widespread application. However, 

building circuits for these multiplications poses significant challenges due to their complexity. To mitigate this, the Karatsuba 

algorithm is employed, dividing each number into n/2 bits to reduce space complexity. While this approach reduces space 

complexity, it also increases time complexity. In our research, we introduce a hybrid approach, implementing a Karatsuba-like 

multiplier that combines elements of both Karatsuba and SBM (school book multiplication) techniques. Here in the proposed 

design, we replace the Array multiplier with a Wallace tree multiplier to further enhance design performance. This combination 

effectively reduces both time and space complexity. Our findings, based on reported device utilization and latency, demonstrate 

that the proposed multiplier outperforms the standard Karatsuba multiplier in terms of speed and efficiency, particularly in the 

area–delay product metric. 

Keywords: Binary polynomial multiplier, field-programmable gate array (FPGA), finite field multiplication, Wallace tree 
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I. INTRODUCTION 

The continuous proliferation of modern information technologies across various sectors has led to a rise in the number of threats and 

the significance of information security. Cryptography systems are instrumental in ensuring the protection and security of 

information. Within these systems, finite field multiplication stands out as a crucial and frequently used operation that influences the 

overall speed and cost of systems. Therefore, the efficiency of the multiplier holds paramount importance. Among the range of 

polynomial multiplication algorithms, the school-book multiplication (SBM) emerges as the most elementary form of 

multiplication. The complexity of SBM for two polynomials of n-1 degree is O(n2). 

To enhance the efficiency of multiplication, a different type of algorithms has been put forth by researchers. One well-known 

algorithm is the Karatsuba-Ofman multiplier (KOM), which presents a recursive multiplicative approach with lower space 

complexity [O (nlog2 3)] compared to the traditional SBM. This strategy involves dividing the operands into lower and upper parts 

and utilizing three submultipliers to compute the product. Despite the resource efficiency achieved by KOM, it suffers from 

increased delay when compared to SBM due to its submultiplier-based recursive framework. To tackle this challenge, several 

Karatsuba modifications and diverse implementation approaches have been proposed. 

An innovative solution called Overlap-free Karatsuba was introduced to eliminate the higher combinational delay of the general 

Karatsuba method. A low-complexity Karatsuba multiplier implemented a fresh approach to reduce the complex register 

configuration in current systolic implementation, thereby decreasing area and power consumption. Meanwhile, Samanta et al. 

devised a modified Karatsuba implementation tailored for 8-bit operands, where terms are segregated into different formats to 

minimize operational latency. Additionally, Li et al. proposed a novel non-recursive Mastrovito multiplier for GF(2m) using an n-

term Karatsuba algorithm (KA). Furthermore, Chiou-Yng et al. demonstrated an effective digit-level parallel-in–serial-out (PISO) 

multiplier with sub quadratic space complexity through the utilization of the overlap-free Karatsuba multiplication algorithm. 

The introduction of M-term Karatsuba-like algorithms has garnered significant attention in recent times. These algorithms allow for 

the division of operands into a greater number of terms compared to the standard two-term Karatsuba approach, consequently 

reducing the recurrence stages and enhancing multiplication speed. Their optimization of the existing M-term Karatsuba-like 

algorithm yielded reduced size and depth compared to prior works. 

The main contributions of the outlined study are as follows: 

1) Conducting gate-level space and time complexity analyses for extended term-based Karatsuba-like algorithms. 

2) Devising a strategic plan to develop an effective finite field multiplier using the M-term Karatsuba-like approach. 

3) Experimentally evaluating the proposed hardware on FPGA with reduction in delay and area compared to KOM. 
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II. AIM AND OBJECTIVES 

A. Aim 

To design a 32-bit Binary Polynomial Multiplier. 

 

B. Objectives 

1) To reduce the delay of the multiplier. 

2) To reduce the area of the multiplier. 

 

III. BACKGROUND 

In the realm of finite field arithmetic, the process of multiplication involves utilizing a binary polynomial multiplier, followed by a 

modular reduction with an irreducible polynomial. The complexities of space and delay in implementing this multiplier are 

determined by its multiplicative and additive costs. The assessment of space complexity involves the number of combinational gates 

needed for implementation, while delay complexity is gauged by the linear sum of standard gate delays. This section evaluates the 

space and delay complexities of the SBM method and the M-term Karatsuba-like approach. By utilizing the both multiplication 

techniques SBM and Karatsuba we are implementing a 32-bit Binary Polynomial Multiplier. 

 

A. SBM Algorithm 

In School Book Multiplication, let us consider A and B as two-degree binomial 

A(x) = A1x + A0                                                                

B(x) = B1x + B0 

By multiplying it, we get 

A(x). B(x) = A1.B1x
2 + (A1.B0 + A0.B1)x + A0.B0 

This is the normal multiplication, which are constructed using AND and XOR gates. In this SBM, there are different types of 

multipliers we are using in daily life, some of them are Array Multiplier, Vedic Multiplier, Wallace Multiplier, Dadda Multiplier 

etc., for the multiplication. By using this SBM algorithm, we can reduce the time complexity of the multiplier, but required area is 

more in this SBM. 

 

B. M-term Karatsuba-Like Multipliers  

The M-term Karatsuba-Like multipliers are used to reduce the area complexity of the multiplier. By the name itself it is known as 

divide and conquer algorithm. For this multiplier we use Karatsuba algorithm, which is used to reduce the maximum amount of 

complexity by dividing each number into n/2 bits. Let us consider ab and cd we two numbers, by multiplying we get partial products 

as ac, ad, bc, bd. For MSB and LSB partial products we undergo into SBM and remaining two partial products will again undergo 

into Karatsuba algorithm until it gets the lowest power of bits. By this algorithm we can reduce the area, but time complexity will 

get increased. 

 
Fig 1. Karatsuba Algorithm 

 

This Karatsuba algorithm will get divided until it gets the lowest power of bits. After reaching the lowest power, it performs the 

Karatsuba multiplier operation to that number. 
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IV. EXISTING SYSTEM 

There were few existing systems like complete SBM (school book multiplication) and complete Karatsuba multiplication and few 

Vedic multiplication techniques used in many cryptographic circuits. Existing method is named as Karatsuba like multiplier. In this 

existing system we take both Karatsuba and Array Multiplier (as SBM). By using these systems, a 32-bit binary polynomial 

multiplier is constructed, which reduces the time complexity and area complexity. As increasing the day-by-day technology, we 

need to decrease the time and area of the required multiplier.  

 
Fig 2. Array Multiplier 

 

By using this Array multiplier (as SBM), it takes some time for generating partial products and adding them. So to overcome the 

situations we had proposed another multiplier which is used to reduce the area and delay of the required multiplier than in the 

existing system. 

 

A. Disadvantages 

1) Considering Array multiplier as SBM, makes design less efficient. 

2) Consumes more area 

3) More delay 

V. PROPOSED METHOD 

To overcome the disadvantages, we had proposed Wallace tree multiplier as SBM. A Wallace tree multiplier is an improved version 

of tree-based multiplier architecture to reduce the latency. Wallace tree multiplier is useful in all respect like delay, speed, 

complexity, area, power consumption. The Wallace scheme is one of the parallel multiplier schemes that essentially minimize the 

number of adder stages required to perform the summation of partial products. This is achieved by using full and half adder to 

reduce the number of rows at each summation stage, this Wallace multiplication has regular and less complex structure. 

 
Fig 3. 16×16 Wallace Tree Multiplier 
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VI. METHODOLOGY 

Wallace multiplier will overcome the drawbacks of the Array multiplier. In this multiplier, we get total 16 partial products. Then we 

reduce these partial products by applying full adders at every 3 stages. By performing this process continuously, we get final 

product value. This Wallace operation is performed for MSB and LSB as mentioned in the Karatsuba algorithm, remaining bits are 

performed by Karatsuba multiplier. At finally we add all these values by shifting bits according to their bit preferences. Here,  

Wallace multiplier will have time complexity and Karatsuba multiplier will have space complexity. By using this both Wallace tree 

multiplier (as SBM) and Karatsuba-like multiplier we had constructed a 32-bit Binary Polynomial Multiplier. 

 

A. Advantages 

1) Drastically reduces time and space complexity compared to existing Karatsuba-like multipliers. 

2) Decreases complexity in circuit implementation. 

 

VII. RESULTS 

A. RTL Schematic 

 
Fig 4. RTL Schematic of 32-bit Binary Polynomial Multiplier 

 

B. Technology Schematic 

 
Fig 5. Technology Schematic of 32-bit Binary Polynomial Multiplier 
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C. Simulation Result 

 

Fig 6. Simulation Waveform 

 

D. Area 

 
Fig 7. Area under Proposed method 

 

E. Delay 

 
Fig 8. Delay under Proposed method 

 

F. Comparison Table  

 

 Area (LUT’s) Delay (ns) 

Existing system 2074 25.732 

Proposed method 1773 18.809 

Table 1. Comparison between Existing system and Proposed method 

 

VIII. CONCLUSION 

In this article, first M-term Karatsuba-like binary multipliers were analysed in terms of space and time complexities for different 

values of M and various operand sizes (n). Later, a novel composite method is introduced to take advantage of the low-space 

complexity of M-term Karatsuba-like and low time complexity SBM (Wallace tree multiplier). The proposed method was 

extensively tested Xilinx to attain the improvement graph over other similar works. By comparing the area and the delay products of 

existing system and proposed system, the time and space complexities were drastically reduced. By this project, we had 

implemented a 32-bit Binary polynomial multiplier which are efficient in both area and delay values. This work achieved the 

suitable trade-off between space and time complexities, which minimizes the ADP requirement of the multiplier. 
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