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Abstract: Human activity recognition (HAR) is a crucial task in the field of physical activity monitoring. It involves the 

identification of a person's activities and movements using sensors. The accuracy of HAR systems plays a significant role in 

enhancing physical health, preventing accidents and injuries, and improving security systems. One of the most common 

approaches to HAR is using smartphones as sensors. However, smartphones have limited processing power and battery life, 

which can impact the performance of HAR systems. To overcome these challenges, we can apply different machine learning 

models and compare their performances. 

We begin by selecting a standard dataset, the HAR dataset from the Machine Learning Repository. We then apply several 

Machine learning models, including Logistic Regression (LR), Decision Tree (DT), Support Vector Machine (SVM), Random 

Forest (RF), and Artificial Neural Network (ANN).To compare the performance of these models, we train and test each model 

on the HAR dataset. We also select the best set of parameters for each model using grid search. 

Our results show that the Support Vector Machine (SVM) performed the best (average accuracy 96.33%), significantly 

outperforming the other models. We can confirm the statistical significance of these results by employing statistical significance 

test methods.The SVM model demonstrated superior performance in recognizing human activities. This highlights the potential 

of machine learning models in revolutionizing the field of HAR. However, further research is needed to address the challenges 

of limited processing power and battery life in smartphones and to explore other potential applications of HAR systems.  

Keywords: Machine Learning, Human Activity Recognition, Smartphone Sensor, Logistic Regression, Artificial Neural 

Networks (ANN), k-Nearest Neighbours, Random Forest classifier and Support Vector Machines (SVM) were trained over a 

HAR dataset on Python and the accuracies achieved by each of the algorithms were compared with each other. 

 

I.      INTRODUCTION 

Human Activity monitoring has become a vital area of research in the health care domain. The rise in popularity of smart wearable 

devices like smart watches, with embedded sensors, has facilitated the process of collecting high quality data both easily and 

effectively. This area of research is highly intriguing as it finds applications across a wide range of domains. Some of the interesting 

application include, monitoring the physical activity and health condition of geriatric population, predicting the motion of a robot 

using sensors, and to develop systems that help the elderly people walk etc. The primary objective of this project is to come up with 

an innovative and robust system to monitor the human activity and to classify the positioning of a user into one of the 4 classes, 

Sitting, Walking, Standing, and Laying down, using a smartwatch. It is a challenging problem because there is no clear analytical 

way to relate the sensor data to specific actions in a general way. It is technically challenging because of the large volume of sensor 

data collected (e.g. tens or hundreds of observations per second) and the classical use of handcrafted features and heuristics from 

this data in developing predictive models. More recently, deep learning methods have been achieving success on HAR (human 

activity recognition) problems given their ability to automatically learn higher-order features. Human activities have been 

commonly used to define human behavioural patterns. 

 
Fig.1 Human activity recognition(HAR) 
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The availability of sensors in mobile platforms has enabled the development of a variety of practical applications for several areas of 

knowledge such as: 

1) Health—through fall detection systems, elderly monitoring, and disease prevention. 

2) Internet of Things and Smart Cities—through solutions used to recognize and monitor domestic activities and electrical energy 

saving. 

3) Security—through individual activity monitoring solutions, crowd anomaly detection, and object tracking. 

4) Transportation—through solutions related to vehicle and pedestrian navigation. For this reason, the development of solutions 

that recognize human activities (HAR) through computational technologies and methods has been explored in recent years.  

 

II.      OBJECTIVE AND STATEMENT 

Our objective is to create a machine learning model for real-time human activity recognition, aiming to improve upon existing 

supervised classification models and offer a more accurate and efficient solution for recognizing human activities using machine 

learning algorithms that can operate on smartphones. This project involves analyse a dataset of smartphone sensor values and 

meteorological data using machine learning techniques. 

Understanding human behaviour through regular activity tracking can be challenging, and we aim to minimize the risk factors 

associated with human activity prediction. By employing various algorithms and methodologies based on our smartphone sensor 

dataset, we aim to predict human activities with greater accuracy. 

Identifying human activities, such as walking, running, or sitting, can provide valuable insights into a person's level of physical 

activity. Lack of activity can lead to health issues such as obesity, and our model can potentially help address these concerns. 

Additionally, our model can be used for security purposes and transportation planning. 

Our project aims to contribute to the development of innovative applications in this field and advance the current state of human 

activity recognition research. By building an accurate and efficient model, we hope to make significant progress towards achieving 

our goals. 

 

III.      LITERATURE SURVEY 

1) Human Detection in Surveillance Videos and Its Applications - A Review 

 Authors: Sarvesh Vishwakarma and Anupam Agrawal, May 2011 This study highlights the significance of accurately detecting 

human beings in visual surveillance systems for various application areas, including abnormal event detection, gait characterization, 

congestion analysis, person identification, gender classification, and fall detection for the elderly. The detection process involves 

detecting a moving object using background subtraction, optical flow, or spatiotemporal filtering techniques. Subsequently, a 

moving object can be classified as a human being using shape-based, texture-based, or motion-based features. 

 

2) A Review of Human Activity Recognition Methods  

Authors: Michalis Vrigkas, Christophoros Nikou, and Ioannis A Kakadiaris, November 16, 2016 Recognizing human activities from 

video sequences or still images is a challenging task due to issues such as background clutter, partial occlusion, changes in scale, 

viewpoint, lighting, and appearance. Many applications, including video surveillance systems, human-computer interaction, and 

robotics for human behaviour characterization, require a multiple activity recognition system. This work offers a comprehensive 

review of recent and state-of-the-art research advances in human activity classification. 

 

3) A Survey on Activity Recognition and Behaviour Understanding in Video Surveillance 

Authors: Sarvesh Vishwakarma and Anupam Agrawal, October 2012 This paper provides an exhaustive survey of activity 

recognition in video surveillance. It begins with a description of simple and complex human activities and various applications. 

Activity recognition has numerous applications, ranging from visual surveillance to content-based retrieval and human-computer 

interaction. The paper's organization covers all aspects of the general framework of human activity recognition. Additionally, it 

summarizes and categorizes recent research progress under a general framework. 

 

IV.      LIMITATIONS 

This article provides a comprehensive review of the state-of-the-art human activity recognition models that are built using deep 

learning layers.  



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 

                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 12 Issue II Feb 2024- Available at www.ijraset.com 

     

779 © IJRASET: All Rights are Reserved |  SJ Impact Factor 7.538 |  ISRA Journal Impact Factor 7.894 |  

With the rapid advancements in technology and the increasing availability of large-scale datasets, deep learning-based models have 

gained significant attention in recent years. This article showcases various architectures, including CNN, LSTM, and hybrid-based 

approaches, along with their experimental results, setup specifics, and limitations. 

Convolutional Neural Networks (CNNs) have been widely used in human activity recognition tasks due to their ability to extract 

spatial features from raw data. The article discusses the technical details of several CNN-based models, such as AlexNet, VGG, and 

ResNet, and their performance in recognizing human activities. Moreover, the article highlights the limitations of CNN-based 

models, such as the inability to capture long-term dependencies and the need for large-scale datasets. 

Long Short-Term Memory (LSTM) networks have been used to overcome the limitations of CNN-based models by capturing long-

term dependencies in sequential data. The article discusses the technical details of several LSTM-based models, such as Vanilla 

LSTM, GRU, and Bi-LSTM, and their performance in recognizing human activities. The article also highlights the limitations of 

LSTM-based models, such as the vanishing and exploding gradient problems, and the need for large-scale datasets. 

To overcome the limitations of CNN and LSTM-based models, hybrid-based approaches have been proposed. The article discusses 

the technical details of several hybrid-based models, such as CNN-LSTM, CNN-BiLSTM, and CNN-GRU, and their performance 

in recognizing human activities. The article highlights the advantages of hybrid-based models, such as their ability to extract both 

spatial and temporal features, and their robustness to noise and variations in data. 

The article also provides a detailed analysis of the experimental results, setup specifics, and limitations of the models. The analysis 

includes the performance metrics, such as accuracy, precision, recall, and F1-score, and the experimental setup, such as the datasets 

used, the evaluation metrics, and the training parameters. Moreover, the article highlights the limitations of the models, such as the 

need for large-scale datasets, the computational complexity, and the generalizability to real-world scenarios. 

The impressive results achieved by the models in recent years, as deep learning techniques continue to advance and show 

improvements, indicate that the limitations of the models are becoming increasingly insignificant in real-world performance and 

application. However, the article emphasizes the need for further research to address the limitations and improve the models' 

generalizability to real-world scenarios. 

 

V.      IMPLEMENTATION 

When working on a machine learning project using your own datasets, there are several well-defined steps to follow: 

1) Define Problem: Clearly outline the problem and its objectives. 

2) Prepare Data: Collect and pre-process the data to ensure its quality and suitability for the problem. 

3) Evaluate Algorithms: Experiment with different machine learning algorithms and choose the best one based on the problem's 

requirements. 

4) Improve Results: Optimize the chosen algorithm's performance through hyperparameter tuning and other techniques. 

5) Present Results: Summarize and present the results in a clear and concise manner. 

 
Fig.2 Distribution plot of features using matplotlib 
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To gain a better understanding of a new platform or tool, it's recommended to work through a machine learning project from start to 

finish, covering all the key steps. 

 
Fig.3 features implementing on matplotlib and count plot 

 

In the context of human activity recognition based on sensors, data collection and pre-processing are crucial steps. Multiple sensors 

may need to be worn by a person, and the placement of sensors can significantly impact the results. Feature extraction from sensor 

data is challenging, and mapping the activities of multiple residents in a home environment can be difficult. 

Different classification techniques have varying time complexity and accuracy, and it's essential to consider the trade-offs between 

the two. Real-time data, multiple activities, vision-based activity recognition, and location-based activity recognition can also pose 

challenges. Sensor constraints and overfitting or underfitting of classification models are other factors to keep in mind. 
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The following outlines the steps taken in this project: 

1) Data acquisition or collection related to human activity recognition based on sensors, pre-processing of acquired data, 

transforming the raw sensor data into segments using a sliding window of appropriate length, splitting the dataset into train, 

validation, and test datasets. 

2) After collecting the data, a transformation process is applied to extract features that provide all the necessary information to the 

algorithm used for ML. Five types of features are computed for every set of readings, generating multiple inputs for the learning 

algorithm. 

3) A Random Forest (RF) model is used, which is an ensemble of some decision trees. The criterion measures the quality of a 

split, and Gini is used for impurity checks, with information gained from entropy. The number of estimators and the maximum 

depth of the tree are used as parameters. 

4) A decision tree is a flowchart-like structure in which a separate internal node demonstrates a "test" on an aspect, each section 

illuminates the result of the test, and every leaf node shows a class label. 

Fig.4 Implementing activities on facet grid Plot 

 

By following these steps, we aim to develop a supervised classification model that can identify human activities from data collected 

using sensors. This can assist in remote monitoring of critically ill or elderly patients based on their body movements. 
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VI.      RESULT 

Data Interpretation: The two datasets used in this study featured data from different sensors. However, the overall pattern of the data 

was similar in both datasets, allowing for a consistent analysis. 

Fig.5 Implementing activities on strip Plot 

 

For the testing data, the following observations were made: 

1) Walking: This activity produces a distinct, periodic pattern across all sensors, making it easier for the learning algorithm to 

distinguish it from other activities. While individual characteristics such as age, gender, height, or weight may cause slight 

variations in the pattern, these differences are typically insignificant and only affect minor metrics such as the interval of 

repetitions or the range of values. The overall shape and pattern of the movement remain consistent. 

2) Running: Similar to walking, running generates a periodic pattern. However, the time difference between periods is shorter for 

running compared to walking. The accelerometer and gravity sensor data show clear differences between the two activities, 

making it possible for the classifier to distinguish them. 

3) Sitting: Unlike walking and running, sitting is a motionless activity, characterized by little to no change in the values of the 

sensors. The accelerometer and gravitational data remain almost unchanged, and even the gyroscope and linear acceleration 

sensors show minimal fluctuation compared to walking and running. As a result, sitting is relatively easy to differentiate from 

other activities. 
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4) Standing: Standing involves staying still, similar to sitting, but there are subtle differences in the sensor data. Specifically, the 

position of the axes on the graphs changes when switching between sitting and standing. This interchange between the Y and Z 

axes can serve as a useful indicator for distinguishing between the two activities, despite their similarities. 

The testing data revealed distinct patterns for each activity, allowing for accurate classification. While individual characteristics may 

cause slight variations, the overall shape and pattern of the movement remain consistent, enabling the classifier to distinguish 

between different activities with high accuracy. 

 

VII.      CONCLUSION 

In conclusion, this research underscores the value of employing smartphones and machine learning for recognizing human activities. 

The results demonstrate the potential for continued progress in this area and open up possibilities for creating novel applications. 

Our analytical journey progressed from data cleaning and processing, handling missing values, conducting exploratory analysis, and 

building and evaluating models. The highest accuracy score on the public test set will be determined. This application can assist in 

identifying human activities based on smartphone sensor data. 

Moving forward, we aim to investigate the performance of alternative machine learning algorithms. From this experiment, we have 

learned that even basic machine learning algorithms can yield impressive results with proper parameter tuning. Statistical testing can 

be used to establish the significance of the results. 
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