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Abstract: In this digital and automotive day and age, robotics, and IoT produce an impact on human life. One can't just rely 
on the traditional mode of work in this era. One has to adapt the robotics and keep digging in it, as it's the near future for 
humans. So to do this there are many aspects to implement automotive in day-to-day life. One such event is to study a robot that 
follows humans that means which can detect human movement and react as per this movement. The study shows that there are 
many researchers, scientists, engineers who have worked and still working to improve this human movement detection in 
robotics. This paper has studied some of the previous work and gave a comparative analysis of the same. 
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I. INTRODUCTION 
Robot technology has grown tremendously in recent times. The same establishment was just a dream for some people a few times 
back. But in this seaside world, there is now a need for robots like “A Human Follower Robot” that can communicate and 
communicate with them. (1) To accomplish this, a robot needs the ability to dream and to perform. (2) (3) The robot must be 
intelligent enough to follow a person in tight spaces, in an image, and inside or out (4). Photo processing done to get information 
about nature by appearance is really important. The following points should be considered carefully in practice. Living conditions 
should be truly stable and should not change. The width should be well placed in the requested area when blurring. The target 
should not be too far away from the visible detector as distance is very important. We should avoid using the same color next to the 
target robot. Otherwise, the robot would be confused. Usually the next dead robots are equipped with several different combinations 
of icons i.e. light detection and various icons. All detectors and modules operate in accordance with the definition and target 
tracking.  
 
The robot's ability to track and trace a moving object can be used for a number of purposes. 
1) Helping people. 
2) Generating people easily. 
3) Can be used for self-defense purposes. 

 
In this paper, we have introduced the dying robot system based on label identification and detection using a camera. Intelligent 
target recording is done using a variety of tools and modules (5) namely ultrasonic detector, magnetometer, infrared detector, and 
camera. The wise decision is made by the robots' control unit based on the information found in the icons and modules below, 
which is why it changes and tracks something by avoiding obstacles and without contradicting the target. 
 

II. RELATED WORK 
Another experimental work was done in this regard, in-depth photography was used by Calisi and the target was developed by 
designing a special algorithm (1). Ess and Leibe did the same job. They do a lot of work on sewing and acquisition. The great 
advantage of their system is that their algorithm worked in a complex environment and (2) (3). The stereo view is also made by Y. 
Salih to make discovery (4). This system enabled him to pursue the desired goal effectively. A combination of different detectors 
was used by R. Munoz ku. get information about the target to be tracked. In addition to using various equipment, he also used the 
stereo view to obtain accurate information. (5). The protective data combined with the information from the camera proved to be 
very useful in performing the task (6). Different algorithms are developed by testers for detection purposes. The beam was used in a 
single test to determine the style of moving legs (7) (8) (9) and the camera was used to describe an object or person (10) (11). Really 
simple fashion was also used for experimentation. In this way, one is accustomed to finding the distance to the robot and the person. 
These detectors detect radio swelling and are detected by detectors in a person to be tracked. In this way the robot followed the 
target (12). 
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III. BLOCK DIAGRAM 
 

Fig.1: Block diagram 
 

IV. PROPOSED SYSTEM 
An Arduino-based human tracking robot is used to track a person or a person with a leg movement where the person is moving the 
robot will follow him or her forward, left, right the robot will detect human movement and properly follow its movements. Using an 
ultrasonic sensor robot to locate a person and the ultrasonic sensor calculates the distance between the human and the robot also 
analyzes it. In our project the ultrasonic sensor is mounted on a servo motor which is a direct actuator that allows precise control of 
angular or linear position. 
The Servo motor has a shaft that goes up to 180 degrees .in the servo motor we have an ultrasonic sensor that also moves the servo 
motor to get the correct position and direction of the moving person. 
We have also used the gyro sensor also known as the angular rate sensor which is the angular velocity sensor .the gyro sensor is 
used to detect human movement angles and detects moving body angles at 30, 45., 60, 90, 180 degree respectively. Analyzing and 
deciding and sense the person moving slowly left, right, forward take the step of following a particular person where he or she is 
moving in the right direction with his or her moving direction. The main function of the gyro sensor is an angle sensor and control 
mechanism. 
Many of the earliest constructions of flower flowers are not used by the PIR sensor .we have used the PIR sensor in our project 
which is used to detect the difference between living and non-living things. The PIR is an infrared sensor used to detect when a 
person has entered or exited a range of sensors. 

 
A. Component Used 
1) Arduino Uno: It is the brain of our design. It can give all the instructions on their low items to be used by the mortal geste. It 

also provides feedback on other aspects and people. So that it can be used as a means of communication between humans and 
robots and vice versa. It has 8 bit CPU specification, 16 MHZ clock speed. Speed, 2 KB SRAM 32 KB flash Memory, 1 KB 
EEPROM. 
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2) DC Gear Motors: DC Motor is a device that converts any type of energy into mechanical power or transmits chaos. In building 
a robot, the engine often plays an important role in providing robotic movement. After that 4 DC motors are used to drive robot. 

3) Motor Shield: Motor Shield is a motor driver module that allows you to use Arduino to control the speed and direction of the 
car. The Motor Shield may be powered by Arduino directly or 6V 15V external power with terminal input. The Motor Motorist 
Board was then designed to work with the L293D IC. 

4) Ultrasonic Detector: Ultrasonic detector is a tool that measures the distance to an object using an ultrasonic irradiator. The 
operating principle of this module is simple, it transmits ultrasonic palpitation from 40kHz through the air, and if there is a 
defect or object, it will jump back into the detector. By calculating travel time and sound speed, distance can be calculated. 

5) Servo Motor: Servo motor operates in PWM (Pulse width modulation) means that its gyration angle is controlled by the length 
of the heartbeat applied to its Control leg. Basically a servo motor is made with a DC motor controlled by a flexible resistor 
(potentiometer) and other gears. 

6) PIR Sensor: PIR detectors allow you to inhale the chaos, almost always used to determine whether a person has entered or 
exited a machine. They are small, affordable, low power, easy to use and never wear out. For that reason they often invest in 
electrical appliances and widgets used in homes or businesses. 

7) Gyro Scope Sensor: A gyroscope detector is a device that can measure and maintain exposure and angular velocity of an object. 
These are much more advanced than accelerometers. These can measure the exposure of the cock and the side of the object 
while the accelerometer can only measure direct movement. Gyroscope detectors are also called Angular Rate Detectors or 
Angular Haste Detectors. These detectors are activated when the exposure of an object is soft to human. Measured by degrees 
per second, angular acceleration is the change in rotation angle of an object per unit time. 

When the upper part of the gyro rotates 90 degrees to the side, it continues its desire to move left. The same is true for the lower 
section-- it rotates 90 degrees to the side and continues its dream of moving right. This force rotates the wheel where it goes. 
 
B. Algorithm 
1) Step 1: Initially turn the ultrasonic sensor into 30 degrees using a servo motor. (Considered 90 degree as forward ultrasonic 

sensor, 0 degree vertical) 
2) Step 2: Check the presence of the object within 600mm. 
3) Step 3: If the object is B / W 600mm to 250mm. Turn the robot over to the object. (In this case at (90-30) = 60 degree 

using the sensor to measure the angle). 
4) Step 4: Rotate the ultrasonic sensor at 60 degrees to 90 degrees. Standing angle pointing to an object.  
5) Step 5: Move the robot forward to the object until the robot is 250-300mm long or there is a delay. 
6) Step 6: If the object in step 2 is 250-200mm make the robot stop. 
7) Step 7: If the object in step 2 is less than 200mm, move the robot back to a distance of 250mm. 
8) Step 8: When an item is found in Step 2. Increase the servo angle by level. (In the second multiplication the servo angle is 31 

degrees.) 
9) Step 9: Repeat steps 2 to step 3 until the servo angle = 1150 degree. (Total sweep angle 150-30 = 120 degree) 
10) Step 10: Set the servo direction from 150 to 30 degrees. Keeping step 2 to 8 in the loop. (Back lowers the servo angle by 1 

degree instead of magnification.) 
 
C. Working 
Our system consists of a four-wheeled robot car equipped with a separate microprocessor and control unit as well as various 
equipment and modules namely ultrasonic trackers, infrared detectors that help navigate the people and objects around you. The 
finders below work in tandem and assist the robot in its operation and movement in its path by avoiding obstacles and keeping a 
certain distance from the object. We have used an ultrasonic detector to avoid crashes and to maintain a certain distance of the 
object. Ultrasonic detector works directly within 4 steps. 
At an angle set to 0⁰, the finding area between the two receivers is small enough to make the robot difficult to make a decision to 
define the human leg. While, the angle set to 10⁰, the large finding area between the finders indicates that it is suitable for the 
analysis of the death leg within the area. 
At that point, the angle set to 20⁰, the acquisition angle is considered to be slightly larger than the 10⁰ angle. It may make the robot 
unsuitable for carrying legs when the distance between the legs and the robot ascends. Therefore, the fun can be eliminated. The 
angle of discovery of angle 30⁰ is so complex that it can be confusing to make decisions there. 
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A. Application 
1) In military area also in household, travel and in shopping where human follower robot can used as an autonomous cart or 

automated trolley which follows the person. 
2) In industrial application a robot can help to carry heavy items for a long distance. 
 
B. Future Scope 
1) We can attach a camera on this robot to analyze and record the entire situation where human is going. There are numerous 

intriguing operations of this exploration in different fields whether service or medical. 
2) Wireless communication functionality can be added to the robot to make it more protean and control it from a large distance. 

This capability of a robot could also be used for military purposes. By mounting a real- time videotape archivist on top of the 
camera, we can cover the surroundings by just sitting in our apartments. We can also add some variations to the algorithm and 
the structure as well to fit it for any other purpose. Also, it can help the public in shopping promenades. So there it can act as a 
luggage carrier, hence no need to carry up the weights or to pull that. Also, an ample quantum of variations could be done to 
this prototype for far and wide operations. 
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