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Abstract: Image captioning is a brand-new study area in the science of computer vision. The primary goal of picture 
captioning is to create a natural language description for the input image. In recent years, research on natural language 
processing and computer vision has become increasingly interested in the problem of automatically synthesising 
descriptive phrases for photos. Image captioning is a crucial task that demands both the ability to create precise and 
accurate description phrases as well as a semantic understanding of the images. Long Short Term Memory (LSTM) is 
used to precisely organise data using the available keywords to form meaningful sentences. The authors of this research 
propose a hybrid system based on multilayer Convolutional Neural Networks to create a lexicon for characterising the 
visuals. The convolutional neural network employs trained captions to deliver an accurate description after comparing the target 
image to a sizable dataset of training images. We demonstrate the effectiveness of our suggested methodology using the Flickr 
8K datasets. 
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I. INTRODUCTION 
Image captioning is a deep learning issue in which the goal is to come up with a caption for a given input image. It makes use of a 
combination of computer vision and natural language processing algorithms. 
We employed a deep learning-based model in this research, which consists of a combination of LSTM and CNN (Transfer 
Learning) networks. Our project's goal is to train the algorithm to correctly predict captions for supplied images. Because of the vast 
size of the flickr 30k dataset, flickr 8k dataset has been used . 
The model's accuracy is restricted by the amount of the dataset we use and the number of variables we employ. 
Specifications used : NVidia Tesla P100 GPU with 16GB vRAM on Kaggle, along with 13 GB system RAM. 
The Flickr 8k dataset [6] has 8092 captioned photographs, each with five different captions. The token.txt file has a total of 40460 
captions. Each caption gives a detailed account of the entities and events depicted in the image. There are 6000 photos in the dataset 
for training, and 1000 images each for testing and validation. The data set includes a number of different types of data. For 
obtaining vector representations for words, GloVe Embedding [7] is employed. The vector representation of words is stored in the 
glove embeddings. We utilised the 6B 100d version, which has 6 billion words and 100 vectors for each of them. It is an open 
source NLP project developed by Stanford University. 

Generated caption - two chairs on the beach. 
Figure 2 : A visualization of self-attention in our proposed Object Relation Transformer. 
In relation to the chair that is highlighted in red, the transparency of the identified object and its bounding box varies with the 
attention weight. Our model shows linkages in the generated caption between this chair and the companion chair to the left, the 
beach below them, and the umbrella above them. 
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II. RELATED WORK 
Since the creation of the Internet and its extensive use as a platform for sharing photographs, the issue of image captioning has 
persisted, as have the solutions that have been suggested. Many algorithms and methods have been proposed by researchers from 
various angles. Wang [19] and Q. Wu, C. Shen, and P. Wang [10] employed two LSTM units to construct a skeleton phrase and 
then add extracted properties to it. Sub-blocks or parts of images are used as features by K. Fu, 
J. Jin, R. Cui, F. Sha, and C. Zhang [9], who construct descriptions for those features. Each caption for an image is given a 
likelihood by Bo Dai and Dahua Lin [11], and the caption with the highest probability is chosen.For producing context-aware 
captions, R. Vedantam, S. Bengio, and K. Murphy [18] employed the discriminator class. Instead of captions, Z. Gan [14] employed 
semantic notions found in the image. Chuang [12] applied the same algorithm to three LSTM units - To produce captions, use 
parameters but different styles (such as facts, humour, and so on. The attributes of different parts of an image were supplied into the 
LSTM for caption generation by L. Yang and K. Tang [16]. J. Krause, J. Johnson, and R. Krishna [17], like [16], employed picture 
areas to produce phrases using hierarchical RNN. To create captions, S. Venugopalan and L. A. Hendricks [15] and F. Liu, T. 
Xiang, and T. M. Hospedales 
[18] employed several training datasets and varied techniques in different layers of the network.Cortana is a Microsoft virtual 
assistant; their most current research focuses on merging AI with Bing's search service, allowing users to interact more organically. 
Another method for captioning images that attempts to tie the words in the anticipated caption to specific locations in the image is 
the family of attention-based techniques [26, 30, 28]. The spatial localisation is constrained and frequently not semantically relevant 
because the visual attention is frequently taken from higher convolutional layers of a CNN. Anderson et al. in [2] addressed this 
restriction of conventional attention models by fusing a "bottom-up" attention model with a "top-down" LSTM, which is most 
comparable to our approach. The Faster R-CNN object detector's recommended regions of interest are the focus of the bottom-up 
attention, which is applied to mean-pooled convolutional features [20]. The top-down LSTM is a two-layer LSTM, with the first 
layer acting as a visual attention model to focus on the pertinent detections for the current token and the second layer acting as a 
linguistic LSTM to produce the next token. Using this method, the authors achieved cutting-edge performance for visual question 
answering and image captioning, highlighting the advantages of fusing information generated from object identification with visual 
attention. Again, the use of spatial information, which we advocate in this work through geometric attention, was not made. Hu et al. 
introduced geometric attention for object detection for the first time in [9]. There, the authors inferred the significance of the 
association between pairs of objects using bounding box coordinates and sizes. They made the premise that if two bounding boxes 
are nearer to one another and more comparable in size, then their relationship is stronger. 
 

III. DATASET AND MODEL OF DESIGN 
Several annotated picture datasets are available for the task of captioning photos. The most popular ones are MSCOCO Dataset, 
Flickr 8K, and Pascal VOC Dataset. In the suggested model, the Flickr 8K Image Captioning dataset [9] is utilised. A dataset known 
as Flickr 8K consists of 8,092 pictures taken from the Flickr.com website. This dataset includes a collection of daily activities and 
the captions that go with them. Each object in the image is first given a label, and then a description based on those objects is added. 
From this corpus, we divided the 8,000 photos into three separate groupings. The development and test datasets each contain 1000 
photos, whereas the training data (DTrain) has 6000 images. 
Multimodal recurrent and convolutional neural networks are the foundation of our model for captioning images. The features of a 
picture are first extracted using a convolutional neural network, and the captions and features are then fed into a recurrent neural 
network. Figure 2 depicts the architecture of the picture captioning model. 

Figure 2 : Architecture 
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The model has three phases 
 
A. Extraction of Image Feature 
Due to the model's success in object identification, the VGG 16 model is used to extract the features of the photos from the Flickr 
8K dataset. The VGG is a 16-layer convolutional neural network that follows a pattern of 2 convolutional layers, 1 dropout layer, 
and then a fully connected layer at the end. Since this model configuration learns relatively quickly, the dropout layers are there to 
prevent the training dataset from becoming overfit. These go through a Dense layer's processing to create a 4096-vector element 
representation of the image, which is then forwarded to the LSTM layer. 
 
B. Sequence Processor 
In order to handle the text input, a sequence processor serves as a word embedding layer. The embedded layer includes a mask to 
disregard padding data and algorithms to extract the necessary text features. The last step in the picture captioning process is 
connecting the network to an LSTM. 
 
C. Decoder 
The model's final phase combines the input from the Image extractor and Sequence Processor phases using an additional operation 
before feeding it to a 256 neuron layer and finally to a final output Dense layer. This produces a softmax prediction of the next word 
in the caption over the entire vocabulary, which was formed from the text data that was processed in the Sequence Processor phase. 
Figure 3 depicts the network's organisational structure for comprehending the text and image flow. 

 
Figure 3 - Image Captioning Model 

 
IV. EXPERIMENTAL RESULTS 

We have introduced a single joint model based on ResNet50 and LSTM with software attention for automatic picture captioning. 
One encoder-decoder architecture was used for creating the suggested model. To compress an image into a small representation that 
can be represented graphically, we used ResNet50, a convolutional neural network. The decoder for the descriptive sentence was 
then chosen as a language model LSTM. In the meanwhile, we combined the LSTM with the soft attention model so that learning 
may be targeted at a specific area of the image to enhance performance. Using stochastic gradient descent, which facilitates training, 
the entire model is fully trainable. The experimental results show that the suggested model can produce quality image captions 
automatically. 
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Figure 4 : Results 
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V. CONCLUSION 
The concepts of certain popular picture captioning techniques are introduced and examined in this work. We introduce the necessary 
data sets and assessment indices for this field. Although the prediction impact of the currently available image captioning algorithms 
has improved to some level, they do not fully achieve the function of creating specific description statements in accordance with 
certain conditions. Image captioning can be enhanced in three ways in the future. The first is to make the network more adaptable so 
that the model may focus on particular situations and issues and produce tailored descriptions in accordance with various 
circumstances and concerns. The second part involves improving the evaluation algorithm to more properly assess the model's 
output sequence's quality. The third goal is to make the model more robust and prevent interfering characteristics from having an 
impact on the model's output. 
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