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Abstract: The physical process of converting an image signal into a physical image is known as image processing. Either a digital 
or analogue image signal can be used. An actual physical image or the attributes of an image can be the actual output. The logical 
process of detecting, identifying, classifying, measuring, and evaluating the relevance of physical and cultural items, their 
patterns, and spatial relationships is referred to as image processing. 
This paper presents a method for measuring ambient light from a single foggy image using Repeated Averaging Filters, which 
adds to greater radiance recovery.  
The problem of halo artefacts in the final output image after dehazing plagues existing dehazing algorithms. An averaged channel 
is created from a single image using recurrent averaging filters using integral images with artificial neural network, which is a 
faster and more efficient method of reducing halo artefacts.  
In terms of quantitative and computational analysis, the suggested dehazing method achieves competitive results and outperforms 
many earlier state-of-the-art solutions.  
Index Terms: Image Dehazing; Averaging Filter; Integral Image; Gaussian smoothing, Feed Forward Neural Network 

I. INTRODUCTION 
A numerical representation of an object is a digital image. Pixels are the visual elements that make up the image. Each pixel has its 
own coordinates and value. A pixel is a representation of the brightness at a specific place in an image. All image processing actions 
are performed on these pixels. The use of computer algorithms to perform image processing on digital images in order to obtain an 
improved image or to extract relevant information from it is known as digital image processing. Digital image processing has the 
advantages of flexibility, adaptability, and data storage and transport. Digital image processing does not necessitate hardware 
upgrades, and data within the computer can be transferred from one location to another. Memory and processing speed are two of 
digital image processing's drawbacks. We need to keep digital photographs on a storage device so that we can utilise them again in the 
future. For storing image data, there are numerous storage devices available. Optical discs, magnetic discs, and floppy discs are 
examples of these storage devices. 
Removing haze from a single image or several images is an important and necessary work in video processing, computer vision, and 
digital photography [1], since it improves the visibility of distinct objects and reduces colour shift caused by air light. Another benefit 
of haze removal is that it aids computer vision algorithms for picture analysis at all levels, from low to high, and provides depth 
information [2]. 
Picture dehazing can be split into two categories: image enhancement and image restoration [3]. To address dehazing, image 
restoration-based approaches create an atmospheric scattering model and then apply the inversing degradation process [4]. Further 
Image restoration approaches can be divided into two groups: those that consider several photos and those that focus on a single image 
[5]. Other approaches, such as Retinex [6], homomorphic [7], and wavelet transform [8,] were also introduced. 
Previously proposed techniques were tested on several photos for haze reduction. However, multiple-based image approaches have 
run into some issues in online imaging dehazing applications, which necessitate a high-resolution sensor. As a result, numerous studies 
[2], [9], [10], [11] concentrated on single image dehazing. 
Later on, the Dark Channel Prior [2] is proposed for single picture dehazing, and dark channel prior-based techniques receive a lot of 
attention. Using the simple principle of dark channel prior techniques, a lot of work has been done [2, 9].  
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Single image dehazing is classified using the dark channel previous approach in four steps: first, estimate the air light (atmospheric 
light), second, transmission, and third, refining of the estimated transmission map. The fourth and last step is to restore the scene's 
brilliance. Our proposed method is based on the dark channel prior (DCP) method and addresses some of the DCP method's issues, 
such as removing halo artefacts from the final recovered scene radiance map. Aside from that, our method gives a comprehensive 
solution for dehazing a single foggy image in the outdoors.  

II. LITERATURE REVIEW 
Linear filters were the principal instruments for image enhancement and restoration in the early days of image processing. They 
perform poorly in the presence of non-additive noise, as well as in cases involving system nonlinearities or Gaussian statistics [19]. 
Images generated from any source nowadays will degrade in some way during the transmission and processing process. We are unable 
to extract useful information from the photos due to their deterioration. As a result, we see a need for a technique that can restore the 
original image from a distorted one. As a result, Image Restoration is extremely significant in the field of image processing. Image 
Restoration is used to restore images that have blur kernal and additive noise that are unknown. 
Image restoration and enhancement procedures are used to enhance the image's look or extract finer information from deteriorated 
photos. The goal of picture restoration and enhancement is to modify an image so that the final product is more suited to a certain 
application than the original. Computer vision, video surveillance, satellite and medical image processing and analysis are only some 
of the uses for these approaches. Filtering the observed image to reduce the effect of degradations is what image restoration is all 
about. 
Sensor noise, random atmospheric turbulence, and other factors may degrade the photos. Random noise degrades images frequently. 
Noise can arise during the collection, transmission, or processing of images, and it can be reliant on or independent of the image 
content. The probabilistic features of noise are commonly used to describe it. The extent and accuracy of knowledge of the degradation 
process, as well as the filter design criterion, determine the effectiveness of picture restoration filters [Jain, 1989]. For image 
restoration, traditional filters such as mean, median, and so on are commonly utilised. However, these traditional filters have 
drawbacks, leading to the creation of improved filters such decision-based median filters, switching median filters, wavelet filters, and 
fuzzy filters [Gonzalez and Woods, 2008]. 
[Pratt, 2001] The goal of image enhancement is to increase the interpretability or perception of information in images for human 
viewers or to give better input for other automated image processing approaches. Image enhancement is a technique for improving the 
depiction of fine features in photographs. Image contrast enhancement is a type of image enhancement procedure that entails changing 
one image into another in order to improve the look and feel of an image for machine analysis or human perception [Acharya and Ray, 
2005]. It's a must-have tool for researchers in a range of domains, including medical imaging, forensics, and atmospheric sciences, 
among others. Aghi and Ajami introduced a new artificial neural network-based colour picture denoising method. Their major goal is 
to use appropriate neural networks to develop an adaptive noise canceller. A. De Stefano and colleagues demonstrated an automatic 
method for removing grain in film images. This technique minimises noise by using a parameterized set of functions to threshold the 
image's wavelet components. The Vector Rank M-type K-Nearest Neighbor (VRMKNN) filter was presented by Volodymyr P and 
Francisco G. F to reduce impulsive noise from colour static and dynamic image sequences. This filter uses a vector approach and a 
rank M-type K-nearest neighbour method to handle multichannel images. 
For many image processing and computer vision applications, image segmentation is a crucial step. Applications across a wide range 
of areas have sparked attention. Analyzing different parts of an aerial photo, for example, can help you better understand the 
vegetation cover. For content-based image retrieval, scene segmentation is useful for retrieving images from big image databases. The 
majority of segmentation methods necessitate picture attributes that define the segments to be segmented. Texture and colour, in 
particular, have been used extensively and independently. Because colour information is a multi-dimensional vector, grey image 
segmentation techniques cannot be used directly. Edge detection, region growth, clustering, neural networks, fuzzy, tree/graph based 
algorithms, probabilistic or Bayesian approaches, and histogram thresholding are all examples of existing colour image segmentation 
techniques. Non-linear filters, such as the Adaptive Median Filter (AMF) [Hwang and Haddad, 1995], can be used to distinguish 
between damaged and uncorrupted pixels before filtering. Uncorrupted pixels will be kept alone, while noisy pixels will be replaced 
by the median value. Because the erroneous pixels that are replaced by the median values are infrequent, AMF performs well at low 
noise densities. To accomplish better noise removal at greater noise densities, the window size must be raised, resulting in reduced 
correlation between corrupted pixel values and restored median pixel values. When using a switching median filter or a decision-based 
median filter, A predetermined threshold value is used to make the decision. The difficulty in constructing a robust decision measure is 
a major disadvantage of this strategy. Because these filters do not take into account local features, edge details may not be retrieved 
properly, especially when noise levels are high. 
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III. IMAGE RESTORATION AND ENHANCEMENT  
Picture dehazing can be divided into two categories: image enhancement and image restoration. One of the most important areas of 
research in the world of digital image processing is picture restoration and enhancement. Using a priori understanding of the 
degradation phenomenon, image restoration aims to reconstruct or restore a degraded image. Visual enhancement, on the other hand, 
refers to the highlighting or sharpening of image elements such as edges, boundaries, or contrast in order to improve the usability of a 
graphic display for presentation and analysis. Image restoration and enhancement techniques are widely utilised in computer vision, 
video surveillance, medical image processing, and satellite image processing, among other fields. 
 
A. Image Restoration 
Images are often degraded by random noise which can occur during image acquisition, transmission or processing. The degradations 
may occur due to sensor noise, relative object-camera motion, random atmospheric turbulence, and so on. Noise may be either 
dependent or independent of image content, and is usually described by its probabilistic characteristics. During image transmission, 
noise which is usually independent of the image signal occurs. Gaussian noise is a very good approximation of noise that occurs in 
many practical cases. Image noise reduction has come to specifically mean a process of smoothing noise that has somehow corrupted 
the image. Image restoration is concerned with filtering the observed image to minimize the effect of degradations, where prior 
information of the degradation form is needed. The goal of image restoration is to recover an image that resembles the original image 
as closely as possible by reducing the noise. Image restoration techniques are basically divided in two categories namely: 
Deterministic process and stochastic process. Deterministic processes are those processes in which there is a prior knowledge of 
degradation function or point spread function and stochastic processes are those processes in which there is no prior knowledge of 
degradation function or point spread function like blind de-convolution method. Deterministic methods are subsequently divided into 
two parts: Parametric and Nom-parametric. Linear Filters do not necessarily maintain image non-negativity or signal-dependent noise. 
This has led to the development of non-linear and iterative restoration algorithms. Image restoration is different from image 
enhancement in the way that the latter is designed to emphasize features of the image to make the image more pleasing to the observer, 
but not necessarily produce realistic data from a scientific point of view. Image enhancement techniques (like contrast stretching or 
de-blurring by a nearest neighbor procedure) use no a priori model of the process that created the image.  
 
B. Image Enhancement 
Image enhancement includes sharpening, contrast manipulation, filtering, interpolation and magnification, pseudo coloring, and so on. 
The greatest difficulty in image enhancement is quantifying the criterion for enhancement. Therefore, a large number of image 
enhancement techniques are empirical and require interactive procedures to obtain satisfactory results. However, image enhancement 
remains very important because of its usefulness in virtually all image processing applications. Color image enhancement may require 
improvement of color balance or color contrast in a color image. Enhancement of color images becomes a more difficult task not only 
because of the added dimension of the data but also due to the added complexity of color perception [Gonzalez and Woods, 2008].  
Image enhancement techniques are used to improve the appearance of the image or to extract the finer details in the degraded images. 
The principal objective of image enhancement is to process an image so that the result is more suitable than the original image for a 
specific application. A method that is quite useful for enhancing one category of images may not be necessarily be the best approach 
for enhancing other category of images. Color image enhancement using RGB color space is found to be inappropriate as it destroys 
the color composition in the original image. Due to this reason, most of the image enhancement techniques, especially contrast 
enhancement techniques, use HSV color space [Hanmandlu and Jha, 2006]. 
Image enhancement methods may be categorized into two broad classes: transform domain methods and spatial domain methods. The 
techniques in the first category are based on modifying the frequency transform of an image, whereas techniques in the second 
category directly operate on the pixels. However, computing a two dimensional (2-D) transform for a large array (image) is a very time 
consuming task even with fast transformation techniques and is not suitable for real time processing. 
Image enhancement is basically improving the interpretability or perception of information in images for human viewers and 
providing `better' input for other automated image processing techniques. The principal objective of image enhancement is to modify 
attributes of an image to make it more suitable for a given task and a specific observer. During this process, one or more attributes of 
the image are modified. The choice of attributes and the way they are modified are specific to a given task.  
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IV. PERFORMANCE METRICS 
It is a tedious task to assess the performance of haze image enhancement and restoration algorithms, as there are no ground truths 
available. To assess the enhanced visibility, we measure the performance of algorithms in two ways. First, we will assess the 
qualitative comparison of our method with other contemporary methods. This measure is subjective and hence proper quantification is 
not possible. Second approach is to follow quantitative comparison using the metrics which have been used by other researchers. 
Though, some researchers have used mean squared error (MSE) [19] and structural similarity index metric (SSIM) [20] they do not fit 
the test, particularly for the reason that these metrics need reference images for proper evaluation and specifically MSE is designed for 
applications such as image compression. For comparative evaluation with the existing methods, we have used it.  
There are other techniques such as examining the number of visible edges before and after restoration, quantity of edges visible in 
output images to those not present in hazy images and mean ratio of the gradients at the visible edges. This metric was proposed 
Hautiere et al. in [60] and used for the purpose of visibility recovery assessment in [20]. To assess the quantitative comparison we have 
referred to blind contrast enhancement indicators to quantify the quality of the restoration. 
The details of these metrics are explained in following sections, followed by a qualitative and quantitative comparison as applied to 
one of the haze image. 
 
A. Peak Signal to Noise Ratio (PSNR) and Mean Squared Error (MSE) 
The term peak signal-to-noise ratio (PSNR) is an expressed as the ratio of maximum possible value of a signal and the power of 
distorting noise that affects the quality of its representation. The dimensions of the two images must be the same. Mathematical 
representation of the PSNR is as follows: 

푃푆푁푅 = 20푙표푔
푀퐴푋
√푀푆퐸

                                               (1) 

Where the MSE (Mean Squared Error) is: 

푀푆퐸 =
1
푚푛

|푓(푖, 푗) − 푔(푖, 푗)|                                                (2) 

Where, f is the matrix data of the original image, g is the matrix data of processed image, m and n represents the numbers of rows and 
the columns of pixels of the images and i and j represents the index of row and the column respectively. MAXf is the maximum signal 
in image f. The major shortcoming of PSNR metric is that it relies on numeric comparison and does not actually take into 
consideration the biological factors of the human vision system such as the structural similarity index (SSIM). 
 
B. Structural Similarity Index (SSIM) 
Wang et al. proposed SSIM metric for assessing image quality. The structural similarity (SSIM) index computes the similarity index 
between two images. It is more consistent with human perception as opposed to conventional methods such as mean square error 
(MSE). As it is correlated to human visual perception, SSIM has become a universal quality metric for image and video applications 
for quantitative analysis. For input image O and R, let 휇 ,휎  and 휎  denote the mean of O, the variance of O, and the covariance of O 
and R respectively, SSIM is mathematically given as  

푆푆퐼푀 =
(2휇 휇 + 퐶 )(2휎  + 퐶 )

(휇 + 휇 + 퐶 )(휇 + 휇 + 퐶 )                          (3) 

Where C1 and C2 are constants, this metric has been suggested for the haze environment for quantitative analysis in Lu et al. 

V. IMAGE DEHAZING METHODS AND MODELS 
Our work is based on restoration-based picture dehazing approaches, which are classified into single-image and multiple-image 
methods. Polarization approaches [12], [13], [14] refer to image dehazing based on several images. By varying the intensities of image 
structure under different weather circumstances, the proposed technique [12] examined scene points and determined depth 
discontinuities. Similarly, the proposed approach [13] noticed that a polarised filter alone is insufficient to dehaze the haze image and 
applied several polarisation orientations to improve estimations. Another regularization-based approach [14,18] modelled inheriting 
body constraint and contextual regularisation to estimate scene transmission mutually. 
[10] shows that for a single image, a typical image without haze has higher contrast, however when haze and fog are present, the 
contrast decreases.  
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As a result, a local contrast is increased for this purpose, and visibility improves, but the method still suffers from halo artefacts in the 
final output map. After transmission computation, the approach in [11,19] focused on scene albedo and assumed that surface shading 
and transmission have no local co-relations. The well-known dark channel prior (DCP) [2] was recently introduced. The dark pixels 
phenomenon was discovered after extensive investigation on outdoor photos. The findings were based on the presence of black pixels 
in natural outdoor photos, and it was discovered that at least one colour channel in an RGB image has the lowest pixel intensities, 
neglecting the sky region, which tends to be dark. Researchers were led in new directions by the DCP approach. The DCP approach 
had some drawbacks, such as the use of soft matting to refine the transmission, which is a computationally costly job. Furthermore, it 
is ineffective for photos with brighter objects because it selects the maximum pixel intensities, which can cause problems in the final 
out map. Guided filters, which keep much of the edges and function as smooth operators, are recommended for this purpose [9,20]. 
Similarly, [1] presented an approach to avoid halos in single picture dehazing by computing fixed points using nearest neighbours 
(N-N) for recovering smooth transmission using feed forward neural. The above discussion motivates us to suggest a new process of 
repeated averaging filters that addresses the issues raised. 
 
A. Haze Imaging Model 
The haze imaging model in [4], [12] which shows a hazy image formation and widely used so far, is given as  

I(x) = J(x) t(x) + A (1 − t(x))                                    (4)  
Where I is hazed image, J is the haze free image, x is a pixel location, A is the air light. I(x) and J(x) can be referred to as the intensities 
of the pixel location in Iand J respectively, where tcan be referred to as transmission coefficient which describes reflecting probability 
from an object not scattered and absorbed by air particles. The transmission map is given as 

푡(푥) = 푒 ( )                      (5) 
훽 is scattering coefficient and d is scene depth. The captured image in clear weather is 훽 ≈ 0 and hence I ≈J. But when has some value 
it results in a hazy image. In (4) the first component J(x)t(x) is the direct attenuation which is inversely proportional to the scene depth. 
The second component A (1 − t(x)) is the air light which is directly proportional to the scene depth. Thus dehazing is all about to 
recover J from I after estimation of A and t from I. 
From haze imaging (1), transmission t is the ratio of two line segments which can be represented mathematically as: 

푡(푥) =
‖퐴 − 퐼(푥)‖
‖퐴 − 퐽(푥)‖ =

퐴 − 퐼 (푥)
퐴 − 퐽 (푥)     (6) 

 
Fig 1: The Haze Imaging Model 

 

B. Dark Channel Theory 
Dark Channel prior [2] suggests that most of the haze-free images have low pixels intensities in at least one color channel expect sky 
region due to three factors :1) Shadows of buildings, cars and cityscape images: 2) other objects in the image as for instance trees and 
plants :3) and some dark surfaces such as dark trunks of trees and stones. Noticing this phenomenon suggested that in the presence of 
haze, the dark pixels values altered by the air light by providing a direct contribution to its values. Therefore dark channels provide a 
direct clue for estimating the haze transmission. The dark channel is defined as 

퐽 (푥) = min
∈{ , , }

( min
{ }

(퐽 (푦)))          (7) 

Where Ω(x) is a local patch centering at x.  퐽 is a color channel of J. This scrutiny revealed that 퐽 tends to low intensity such as 
zero, and hence 퐽 is demonstrated as a dark channel of J. Summarizing our algorithm for recovering J, first a dark channel (퐽 ) 
is derived from the hazy image, then we applied the repeated averaging filters to normalize the dark channel and estimated the better 
atmospheric light A on the basis of repeated averaging filters from the obtained dark channel. Finally got the haze free image as an 
output at low computational cost with high visual effects, estimated the dark channel from input image. 
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C. Integration of DCP Theory with Repeated Averaged Channel Prior 
A method in [16] approached approximations to the Gaussian filter. For computing Gaussian approximations a special averaging filter 
is required. The proposed technique was based to obtain the Gaussian approximations via integral images by combining both the 
repeated filtering and averaging filter with given sigma and n (where sigma is a standard deviation and n is the averaging). An 
averaging filter of width w is defined by the standard deviation, mathematical representation of the averaging filter as 

휎푎푣 =
√푊 − 1

12                 (8)   

The ideal filter’s width is defined for averaging filter as 

푊푖푑푒푎푙 =
√12휎 푎푣

12 + 1                                                (9)   

After the derivation of (9) we applied this filter repeatedly to the estimated dark channel of the input image via integral images which 
out puts a new averaged channel. An integral image is used for fast computation. A sum area table (integral image) is a data structure 
for obtaining sum of values in a rectangular grid in a quick and efficient way. The mathematical representation for integral images is as 
follows: 

푎푏푐푑 = 푆(푥 ,푦 )− 푆(푥 ,푦 )− 푆(푥 ,푦 ) + 푆(푥 ,푦 ) (10)   

Where S refers to the sum of all pixels in an arbitrary rectangle with vertices a, b, c, and d, After getting the repeated averaged channel 
of the haze image we estimated the atmospheric light. 
 
D. Estimation of the Atmospheric Light from the Repeated Averaged Channel 
Estimation of ambient light, A, is a critical problem in image dehazing. The previous method [2] selected the high-intensity data from 
the dark channel to estimate atmospheric light. However, the difficulty here derives from the blurry image's selection of high intensity 
pixels. Because the high-intensity pixels in the input image can also be a part of other brighter things in the image, such as a car. 
By picking 0.1 percent of the highest intensity pixels from the black channel, the suggested technique in [2] directly calculated 
ambient light. However, the final output image of our atmospheric light estimation approach contains some minor imperfections. On 
the other hand, we approximated atmospheric light from the repeated averaged dark channel by picking 0.2 percent of the highest 
intensity pixels and combining it with haze imaging (1), resulting in compromising results in the final output map. 
 
E. Transmission Estimation 
We have estimated the air light A from the dark channel of the repeated averaged channel. For estimating the transmission it is 
assumed that a local patch and transmission in the given patch Ω(푥) is constant which can be denoted as t(x). The minimum operation 
is applied to all three color channels of haze image. Therefore (4.1) becomes as  

min min
∈Ω( )

퐼 (푦)
퐴 = 푡(푥)min min

∈Ω( )

퐽 (푦)
퐴 + (1 − 푡(푥))          (11) 

Radiance J tends to zero in the absence of haze on the assumption of dark channel and given as: 

퐽 (푥) = min min
∈Ω( )

퐽 (푦) = 0                                            (12) 

Which leads to the following equation: 

min min
∈Ω( )

퐽 (푦)
퐴 = 0                                                     (13) 

Now we can estimate the transmission t(x) by inserting (13) in (11) and final equation for transmission estimation will be written as 
follows: 

푡(푥) = 1 −휔min min
∈Ω( )

퐽 (푦)
퐴      (14) 

 
휔is the parameter to keep the naturalness of the image and to perceive the depth for the human eye. 
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VI. ARTIFICIAL NEURAL NETWORKS 
A where the connections between units do not form a cycle. Artificial neural networks were the first type of artificial neural network 
invented and are simpler than their counterpart, recurrent neural networks. They are called Artificial because information only travels 
forward in the network (no loops), first through the input nodes, then through the hidden nodes (if present), and finally through the 
output nodes. 
Artificial neural networks are primarily used for supervised learning in cases where the data to be learned is neither sequential nor 
time-dependent. That is, Artificial neural networks compute a function f on fixed size input x such that f(x) ≈ y for training pairs (x, y). 
On the other hand, recurrent neural networks learn sequential data, computing g on variable length input 푋 = {푥 ,푥 … … . . 푥 }such 
that g(푋 ) ≈ yk for training pairs (푋 ,푌 ) for the all 1 ≤ 푘 ≤ 푛. 

 
Fig 2: Artificial neural networks 

VII. RESULT AND DISCUSSIONS 
The system specification for our experiments is an ASUS machine with an Intel Core i7-6700HQ 2.60 GHz CPU, 8.00 GB of installed 
memory (RAM), and MATLAB 2017b running on Windows 7. We tested our hypothesis on a large data set of outdoor hazy photos, 
such as cityscapes, aerial views, and landscapes, which had previously been used in the literature. Our approach is applicable to any 
scene or input image that is polluted by fog, haze, or dust, as demonstrated by our testing results. 
This method was evaluated in terms of both qualitative and quantitative analysis. Prior to this, there were some disadvantages to using 
the dark channel approach. This may not be useful in photographs containing brilliant objects with greater brightness, for example. 
Because it chooses the brightest pixels, such as pixels from an automobile in the input image as ambient light, it can result in a faulty 
transmission map. Another drawback is that it refines the transmission map using the soft-matting approach, which is a 
time-consuming process. However, because our proposed method uses some sigma with repeated averaging filters and a feed-forward 
Neural Network, it avoids the techniques previously used for transmission map refining. As a result, a smooth and filtered 
transmission map is obtained, free of the halo artefacts that the DCP approach produces. 
 
A. Qualitative Evaluation 
For qualitative evaluation we compared our results with [9], [14], [15] and [17] methods. Our proposed method dominates all the 
previous methods in terms of qualitative evaluation. The qualitative results of our proposed method are shown in Figure 3 with 
different data images. 

 
(a) Input Data Image 
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(b) By He [9] 

 
(c) By Zhu [14] 

 

 
(d) By Zhu [15] 
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(e) By Base Paper [14] 

 
(f) Proposed Algorithm Result 

Fig 3: Qualatative Comparison of different data images 
 

B. Quantitative Evaluation 
 

Table 1:Quantitative Comparison of different data images 

 
For qualitative evaluation the SSIM and MSE measures are computed and compared with the methods [9], [14], [15] and [17]. 
*SSIM is Structural Similarity Index for measuring image quality 
*MSE is Mean Square Error  
 

Dataset MSE     
Meng 

SSIM    
Meng 

MSE    
He 

SSIM     
He 

MSE   
Zhu 

SSIM  
Zhu 

MSE   
Base 

SSIM  
Base 

MSE  
Propose 

SSIM 
Propose 

1 9046.6 0.51132 8999.7 0.5087 3897.7 0.54468 10135 0.43437 1077.8 0.78511 
2 2381.7 0.81879 2378.4 0.81804 2910.5 0.56042 3099.5 0.79355 637.88 0.90605 
3 1518.7 0.88144 1605.8 0.88698 2803.9 0.77295 4149.3 0.65255 852.08 0.83755 
4 3288.1 0.60331 3179.6 0.74272 629.66 0.87311 1939 0.69764 1430.4 0.9035 
5 3217 0.74571 3700.8 0.75863 2628 0.6805 6773.3 0.59465 807.33 0.85303 

Average 3890.4 0.71212 3972.8 0.74301 2573.9 0.68633 5219.2 0.63455 961.1 0.85705 
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VIII. CONCLUSION 
The operational complexity, successful dehazing of the dense haze image, and applicability to real-time systems are all encountered in 
this work technique. The usage of integral image operations is used to solve the operational complexity. The use of multiple averaging 
filters predicted improved air light, which improved the restored scene radiance even more. With the help of the sigma amount, we 
proposed a method that refined the transmission map and removed the halo artefacts that earlier approaches had. 
Subjective visual analysis as well as quantitative methodologies were used to assess the outcomes. Mean Square Error (MSE) and 
structural similarity (SSIM) were utilised to analyse the haze-free photos objectively. The signal intensity, the extent of feature 
preservation, and the recovery of structural details gained in the haze-free image are all quantified using these measures. 
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