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Abstract: The concept of the paper was inspired by the recent surge in the automated car industry. The designed car was capable 
of detecting the road signals and taking the right and left turns accordingly. Object detection is a key ability required by most 
computer used in automated vehicles. The latest research in this area has been making great progress in many directions. Object 
detection and tracking has a variety of uses, our paper explain how to use convolutional neural network for object detection in 
autonomous vehicles. Automatic car always has the potential to solve traffic problems with the help of Convolution Neural 
Network (CNN). However, in the current scenario complete autonomy is still to be achieved. Although today's CNN have 
brought us closer to autonomy than ever before. CNN contain artificial neurons which are trained using preset rules and these 
rules determine whether it will provide an output or not when given a set of inputs. CNN will analyze various road footages, 
which include various scenarios such as collisions, empty roads, traffic, etc. CNN will analyze and send appropriate instructions 
to the car such as brake, accelerate, slow down, etc. 
Keywords: Object Detection System, Face Recognition, Object Detection, Convolution Neural Network. 

I. INTRODUCTION 
A self-driving car can be defined as a vehicle that can guide itself without human interaction. It is a combination of sensors, camera, 
artificial intelligence, etc. To qualify as fully autonomous, a vehicle must be able to navigate without human involvement to a 
predetermined destination over roads that have not been adapted for its use. Autonomous car has reduced costs due to less wastage 
of fuel, increased safety, increased mobility, increased customer satisfaction and that’s why it has more advantage than traditional 
cars. Biggest advantage of using a self-driving car is significantly fewer traffic accidents. According to a recent technical report by 
the National Highway Traffic Safety Administration, More than 94% of road accidents are caused by human errors including poor 
decision making, distractions, etc. In last few years, there has been a significant increase in research about development of the 
autonomous vehicles. The task of environment sensing in autonomous vehicle is known as perception. In many autonomous driving 
systems, the object detection is itself one of the most important task, as this task allows the car to control and tackle near obstacles.  
Therefore, we need object detection algorithm as accurate as possible.  

 
Fig. 1 Autonomous Vehicles [6] 
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One of the most accurate and high-speed algorithm is You Only Look Once (YOLO) algorithm. YOLO is a portending technique 
that gives correct results with less background errors. The algorithm has excellent learning capabilities that empower it to learn the 
representations of objects and apply them in object detection. You only look once algorithm uses a single bounding box technique to 
determine the height, width, center of objects [3]. 

A. How Does Object Detection Work? 
To explore the concept of object detection it’s necessary to start with image classification. Image classification goes through levels 
of incremental complexity. 
1) Image Classification: Image classification targets at allotment of an image to one of a number of different categories (e.g., car, 

tree, animal, human, etc.), answering the question “What is in this picture?”. One image has only one category determined to it. 
2) Object Localization: Object detection allows us to locate our object in the image, so our question changes to “What is it and 

where it is?”. 
3) Object Detection: Object detection provides the tools for doing just that finding all the objects in an image and drawing the so-

called bounding boxes around them. [2] 
In a real-life scenario, we need to go long way off locating just one object but rather multiple objects in one image. For example, 
a autonomous car has to find the location of other cars, trees, traffic lights, animals, signs, humans and take convenient action based 
on this data. [14] 
In the case of bounding boxes, there are also some condition where we want to find the perfect boundaries of the objects. This 
process is called instance segmentation. [4] 

 
Fig. 2 Image classification, object localization and Object detection [7] 

 
II. LITERATURE REVIEW 

Autonomous vehicle consists of several sensors, it can be handled using different algorithms. These algorithms use different 
technologies. Currently many countries are working on the development of the autonomous vehicles. The growth of each country in 
automobile industry is determined by advancement made on the autonomous vehicle. Self-driving car advancement involves 
different researches and issues in the initial days. Hence in this paper we propose information about what are the enhancement done 
compare to last century, new resource development for the autonomous vehicles and explains about the technical and non-technical 
issues and challenges which autonomous vehicle developer have to face in the future. 

A. Comparison of Machine Learning Algorithm’s on Self-Driving Car Navigation 
Many statistical reports pointed that more than 94% of accident causes came from direct human causes such as violating the speed 
limit, illegal overtaking, and suddenly cutting in.  Therefore, the autonomous car was swiftly developed by starting a scaled RC-Car 
platform. In this research, they built a self-driving car for collecting data. Nvidia Jetson Nano is a small microprocessor board for 
developing and training models by using GPU 128-core Maxwell to rapidly processing AI frameworks and models for applications 
such as image classification, object detection and segmentation [17]. For the training model, they used the three models, which are 
Support Vector Machine (SVM), Artificial Neural Network Multilayer Perceptron (ANN-MLP), and Convolution Neural Network - 
Long Short Term Memory (CNN-LSTM) [18] for comparison to finding the best accuracy for self- driving car model (SDCM).  



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 10 Issue II Feb 2022- Available at www.ijraset.com 
     

 
1212 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

The SVM can encourage both classification and regression problems, including linear and non-linear hyper- plane by using a kernel 
function to reduce complicated feature spaces. The ANN-MLP [18] is an artificial neural network and it is a nonparametric 
estimator to use for classifying and detecting objects. Convolution Neural Network Long Short-Term Memory (CNN-LSTM) is one 
of the models which is suitable for fixing classification problems, which consist of five main layers: Convolution stage, Detector 
stage, Pooling stage, LSTM stage, and fully connected stage [18]. They propose three-speed levels and three scenarios for 
comparing the accuracy of each algorithm: SVM, ANN-MLP, and CNN-LSTM.  For the first experiment, they set up the three-
speed levels, which are 1, 2, and 3 km/h, respectively, by without obstacle on the road. According to first experiment, it can be seen 
that the percentage of the accuracy rate of the CNN-LSTM algorithm is the highest performance of all models at every speed level 
without obstacle on the road. According to second experiment, although they add one condition to a scenario by adding an obstacle, 
CNN-LSTM is still the best accuracy algorithm. In the final experiment, it is apparent that even though we add more the obstacles 
on the road, the percentage of accuracy rate of the CNN-LSTM algorithm is higher than any other algorithm in the experiment. 
From the comparison algorithms of machine learning: SVM, ANN-MLP, and CNN-LSTM on different scenarios and different 
speed levels. From the paper, it can be seen that the percentage of the accuracy rate of the CNN-LSTM algorithm is the highest 
efficiency, not only with obstacles but also without obstacle 

 
III. METHODOLOGY 

Object detection is one of the most important tasks in the Autonomous driving to achieve safety for customer. To do object 
detection, in this paper we explained about implementation of the object detection using the TensorFlow method [15]. This method 
makes the object detection more efficient. We introduce end to end learning using a deep reinforcement method. From this method 
we identify a total number of collisions and also measures the performance rate to reach the goal. The main objective of this model 
is to increase the performance to reach the destination. In this paper we used YOLO method to identify the object by creating the 
bounding boxes and finds the class probabilities for each box then finds objects in the captured images [16]. 

 
Fig. 3 Neural Network [8] 

 
To build autonomous car, detection of objects in the driving environment is key feature. To do this different sensor are required like 
camera and so on. Each of these sensors used different way to detect object. Working flow of all these sensors are explained in this 
paper. Convolutional neural network uses neural network technology. We explain implementation of vehicle detection on the road 
using convolutional network. To build self-driving car, here we explain implementation method for lane and object detection using 
YOLO and CNN algorithms. [1] The deep learning and machine learning techniques are used for object detection [3] [14]. We 
introduced a new hybrid method i.e., Local Multiple System. This includes the features of Convolutional Neural Network (CNN) 
and Support Vector Machine. The objective of this paper is to gives a deep knowledge about the autonomous vehicles like which 
sensors to be used, challenges to implement the autonomous vehicles, classification of the vehicles.                  
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Object detection involves different ways like feature extraction from the image, extraction of RGB values and also bounding box 
creation [2]. We give bounding box method for object identification by considering the height, width and color of the object. We 
introduced integrated method for real time object identification using bounding box approach for the captured images. The 
integrated approach uses a Faster CNN and YOLO algorithm. Objects can be detected in both images and videos.  

 
Fig. 4 Right, left and center vision from camera sensor using TensorFlow [9] 

 
A. CNN based Traffic Sign Detection and Recognition for Outdoor Travel  
Generally, traditional computer vision methods were developed to detect and recognize traffic signs [2], but this requires time-
consuming manual work to extract important features in images. While applying deep learning, we create a model that efficiently 
classifies traffic signs images and learn to identify the most appropriate features for this problem by its own. While using deep 
neural networks method, the model will require a large number of data and huge matrix multiplication operations which requires 
more computational power to tackle with this new type of algorithm which is called Convolutional Neural Network. It has been 
observed that Convolutional Neural Network is more efficient and faster than a regular deep neural network for problems related to 
computer vision. Convolutional neural networks are very important in the computer vision field [1]. Convolutional Network model 
are easy and faster to train on images comparatively to the traditional models. To train and test the model we are going to use 
German Traffic Sign Dataset which contains more than 50,000 traffic sign images which is divided into 43 classes. This dataset is 
big enough which will help train model more accurately and help us to achieve better results. [4] 

 
B. Data Preprocessing 
Firstly, we need to introduce the images to a single dimension. To not compress too much data and to not stretch the image too 
much we need to decide the dimension and save the accurate image. So, we have decided to resize every image to 32 x 32 x 3 
dimension. [3] 
Next, we will convert this image to augmented images which will help our model to find more features in the images. Hence 
preprocessing is very crucial step as it reduces the amount of features and execution time. 

  
Fig. 5 Self recognition of traffic signals [10]              Fig. 6 Self recognition of traffic signals [11] 
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C. Model Architecture 
CNN architecture consists of three types of layers: Convolutional Layer, Pooling Layer, and Fully-Connected Layer. [14] 
1) Input layer will hold the input as a 3d array of pixel values. 
2) Convolutional layer would compute the dot product between the kernel and sub-array of an input image same size as a kernel. 

Then it will assemble all the values resulted from the dot product and this will be the single pixel value of an output image. 
These process are repeated till the whole input image is covered.[1]  

3) These layer will apply an activation function max (0, x) on all the pixel values of an output image.  
4) Pooling layer will perform down sampling along the width and height of an image resulting in reducing the dimension of an 

image.  
5) Fully-Connected layer will calculate the class score for each of classification category.  
6) In this way, CNN transform the original image layer by layer from original pixel values to the final class values. Convolutional 

and Fully-Connected layers implement the constant function and the parameters are not trained at this layer. Parameters at FC 
and Convolutional layer are trained with the help of gradient descent optimizer. 

 
D. Automatic Lane Detection and Tracking 
Being able to detect lane lines could be a crucial task for any self-driving autonomous vehicle. In this paper, to identify lane lines on 
the road, OpenCV is used. OpenCV method uses input images to find any lane lines command among and also for rendering out an 
illustration of the lane. The OpenCV tools like color selection, the region of interest selection, grey scaling, Gaussian smoothing, 
Canny Edge Detection, and Hough Transform line detection are being employed [16]. A color detection algorithm identifies pixels 
in a picture that matches a given color or color range. Region of interest selection allows you to select a rectangle in an image, crop 
the rectangular region and finally display the cropped image. Grey scaling is the method of changing an image from different color 
spaces e.g., RGB, CMYK, etc. to shades of grey. In the Gaussian Blur operation, the image is convolved with a mathematician filter 
rather than the box filter. The Gaussian filter could be a low-pass filter that removes the high-frequency elements. Canny Edge 
Detection is used to detect the edges in a picture. It accepts a grayscale image as input and uses a multi-stage algorithm. The Hough 
Transform line is a method that is used in image processing to detect any shape if that shape can be represented in mathematical 
form. The goal is to piece along a pipeline to detect the line segments within the image, then average/extrapolate them and draw 
them onto the image for the show. 

 
Fig. 7 Lane detection [12] 

 
E. For Automatic Traffic Light Monitoring and Control 
A high-speed camera that operates at 500 fps on a car because it would capture five images during a single period of lamp blinking. 
The proposed detection system consists of six modules that include loading, band-pass filter, binarization, buffering, detection, and 
classification. The binarization module first estimates the state of the traffic light dynamics, which includes the blinking amplitude, 
offset, and phase. It uses the Kalman filter for state estimation. Subsequently, it determines an appropriate threshold for binarizing 
the filtered image based on the estimated state and finally binarizes the filtered image. The buffering module relays the image, 
which has stronger signals compared to the previous images. This is because recognizing colors and areas from an image with non-
maximum brightness is difficult. The detection module extracts the contours from the peak binarized image. Further, the size and 
shape are used to exclude candidates to prevent false detections. The classification module classifies the lamp color using the 
contours and RGB images. 
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Fig. 8 Lane planning [13] 
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