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Abstract: In the industry domains such as transportation, power generation and heavy engineering industries utilize complex 
machinery, as their working principles are very complex and it is very difficult to predict their exact life and operational 
availability due to difficulties involved in their operations. PHM- Prognostics and health management is one such domain which 
supports in the management of this machinery also known as assets for continuous monitoring for their best utilization and 
maximum efficiency.  For any machine, the current health of the system can be determined by operational and raw sensor data. 
This data can also be utilized for the prediction of remaining useful life (RUL) of the system provided a reliable prediction model 
is available.   It is always be challenging to determine the remaining useful life of complex machines such as turbofan jet 
engines from the knowledge of the data available from operating conditions and sensor data. An HPT LSTM- advanced hyper 
parameter tuned LSTM- Long Short Term Memory neural network model is developed to accurately determine the remaining 
useful life of the turbojet fan engines. To test this predictive model, a NASA developed database CMAPSS- Commercial Modular 
Aero Propulsion System Simulation is used. The performance of this HPT LSTM is found to be much improved as compared to 
reference machine learning algorithms such as simple linear regression and Lagged Multi- Layer Perceptron Models 
Index Terms: Machine Learning, Predictive Maintenance, Remaining Useful Life (RUL), Data Science, LSTM, MLP  
 

I. INTRODUCTION 
In the industry domains such as transportation, power generation and heavy engineering domain utilize complex machines. Some of 
the biggest challenge related to their effective working is maximizing their operational efficiency, reduced down time, lower cost of 
maintenance and enhanced safety and reliability. PHM- Prognostics and Health Management plays a very vital role in this domain. 
Now a days, all these modern machineries are equipped with sensors which provides operational and other critical data related to 
operations of these machines. This data is historically available and PHM uses them for the predictions of the remaining useful life 
(RUL) before the catastrophic failure occurs in them.  
RUL is a term which is very widely used in the field of PHM which provides significant information about the time to failure data. 
With the advancement in the machine learning (ML) techniques, it is possible to predict the RUL on the basis of historical sensor 
and operational data. These techniques are popularly known as data driven approach as they utilize past historical sensor data to 
train the ML algorithms.  
There are some challenges for the historical data based techniques to build  reliable prediction model. The relationship between the 
RUL and monitored/ historical data is very complex. Prior domain knowledge may be required to interpret the historical operational 
and sensor data to identify the failure mode and to determine their dependencies on the remaining life of the machines. The life of 
the machine may be a function of a large number of features present in the data which makes the model a large dimensional 
problem.   
 
In the present research attempts to address the above mentioned challenges in the following way: 
1) The accuracy of proposed method is improved with respect to accurate prediction of remaining useful life. This is based on the 

comparison is made with the reference work. 
2) The developed models are based on the historical data and do not require many domain expertise for the life estimations. 
3) A single model is capable of predicting the RULs of multiple engine in the available dataset, 
NASA has developed a dataset containing run to failure dataset for various turbojet fan engines for multiple engines by the 
simulated data of Commercial Modular Aero-Propulsion System Simulation module (CMAPSS).  
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The rest of the paper is organized as follows. Section II provides the brief literature review of the previous work performed in 
relation to PHM and RUL predictions. The details of LSTM model and CMAPSS dataset are provided in Section III. Section IV 
presents the step by step procedure to develop the LSTM model for the given dataset. The details of hyper tuning of developed 
LSTM model by random grid search method are given in section V. The comparison of the results of present reasurch with 
reference work along with the discussion of key results are presented in secton VI. The final conclusion of the study and future work 
is discussed in Section VII. 
 

II. LITERATURE REVIEW 
Staudemeyer et. al. [1] has explained the detailed procedure to develop the long short term memory – Recurrent Neutral Network 
(LSTM- RNN) models. The details of LSTM- RNN are well documented in this study. Duarte et. al. [2] applied the operating 
condition based NN based techniques on Turbofan aircraft engines.  
In the related work by Koen [3] and [4], MLP and LSTM based techniques are applied on the turbojet fan air craft engine on NASA 
developed CMAPSS datasets [5] . These approaches are mainly data driven and does not require prior domain knowledge of engine 
failure modes and their correlation with operating and sensor data. In this study the baseline study was performed by considering the 
Simple linear regression and MLP based models. 
Reference [5] provides the details of NASA developed CMAPSS turbojet fan engine dataset which is used for the validation of the 
developed model in the present research work.  Thomare et. al. [6] have developed a LSTM Neural Network and Vector Auto-
Regression Models on the CMAPSS database. In this study, they have presented a detailed method to build the LSTM model. 
Reference [7]  to [13] provides the details of various Python libraries used to develop these models. 
 

 
Figure 1: A schematic memory block diagram of typical LSTM model [1]. 

 
III. DETAILS OF LONG SHORT TERM MEMORY MODEL- LSTM 

The detail of discussion of the LSTM neural network model is out of scope of the current discussion. For the completeness, Figure 
1represents a typical memory block of LSTM cell [1].  
The selection of LSTM algorithm for the current research is based on its ability of the ease of work with the time series data and 
ultimately converting them into sequences.  
Data Set: NASA has developed a very well-known dataset [5] Commercial Modular Aero-Propulsion System Simulation 
(CMAPSS) to test the accuracy and robust ness of various predictions models related to PHM system The sensor data is in the form 
of time series data which contains the following information: 
1) Engine Unit Number 
2) Current operating cycle, which is related to remaining useful life (RUS) 
3) Operational settings of the engine ( 3 numbers) 
4) Sensor Measurements ( 21 numbers)  
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Following dataset is used for the current study 

 
Each sensor data has time series related to the some attributes related to the of the engine at various locations.  With the increase in 
number of cycles of engine may develop some faults and system failure which is captured in this sensor data. In the training data 
set, the time series data is available from the beginning to the end of life of engine. But in test data set, the data is available before 
the end of engine life and still some remaining useful life if available for that engine. The main objective of this study is to 
accurately predict this RUL for the test data sets in the form of operational cycles. 

 
Figure 2: Sensor Data Plot of Sensors S1 to S12 vs Engine RUL for trend analysis for Engine No 2 

 
IV. LSTM MODEL DEVELOPMENT 

Following steps are followed for the data preparation.  
1) Data Plotting:  Data plotting of each signal with RUL and determine whether each signal shows any trend. Signals with 

constant and zero values with respect to RUL are straight away dropped.  
From the study of Figure 2  and Figure 3, it can be observed that Sensors 's_1', 's_5', 's_6', 's_10', 's_16', 's_18', 's_19' can be 
dropped.  
The remaining Sensors are 's_2', 's_3', 's_4', 's_7', 's_8', 's_9', s_11',  's_12',  's_13',  's_14',  's_15',  's_17',  's_20',  and 's_21' 

 
Figure 3: Sensor Data Plot of Sensors S13 to S21 vs Engine RUL for trend analysis for Engine No 2 
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2) Normalization: converting settings to string and concatenating makes the operating condition into categorical variables. For 
Sensor data, Max_min and standard scalar techniques are used 

3) Smoothening of Data: Exponential smoothing [2]is used for noise reduction and smoothening of the signal data with value of 
alpha = 0.4. Following Figure 4 shows the sample plots for sample sensor data before and after exponential smoothening. From 
this plot, it can be observed that there is considerable noise reduction after exponential smoothening operation. 

 
Figure 4: Sample Sensor Data plot for S17 and S21 for Engine No 2 

4) Sequence 
This is a custom made function taken from reference [3] by Ken. Following care is taken for creating the sequence: 
a) Unit numbers should be accounted. So a sequence should be designed in such a way that that that particular sequence should 

have data pertaining to that unit only. The mixing of data from one engine to others will have error in predicting the correct 
RUL 

b) Time series of Xt points should be used to estimate the point Yt not Yt+1. 
Following example shows the implementation of this concept: 
 

Table 1: Time series data raw data for various units for single attribute 
Sr. No. Unit Number X Y 

0 4 40.0 4.6 
1 4 40.1 4.5 
2 4 40.2 4.4 
3 4 40.3 4.3 
4 4 40.4 4.2 
5 5 50.0 5.6 
6 5 50.1 5.5 
7 5 50.2 5.4 
8 5 50.3 5.3 
9 5 50.4 5.2 

 
For the sequence length of 4, following sequences are generated 

 
Table 2: Sequence generation for training LSTM model from time series data 

Sequence 1 Prediction 
label 

Sequence 
2 

Prediction 
label 

Sequence 
3 

Prediction 
label 

Sequence 
4 

Prediction 
label 

40.0  40.1  50.0  50.0  
40.1  40.2  50.1  50.1  
40.2  40.3  50.2  50.2  
 40.3 4.3 40.4 4.2 50.3 5.3 50.3 5.2 
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A. Predictions with LSTM approach 
Following image gives the parameters used to create baseline LSTM design: 

 
 
From the above image, it can clearly see that there are 474, 753 parameters which require training. This is a huge number. By hyper 
parameter tuning, we will reduce these numbers by grid search method. 

 

Figure 5: Validation loss vs number of epochs of baseline model for the LSTM for FD00002 data set  
 
Following image shows the predicted vs actual values of RUL values of test and predicted engine data. 

 

Figure 6: Predicted vs actual RUL prediction of baseline model for the LSTM for FD00002 data base  
 
The above Figure shows that the predicted values and actual test value data are in good agreement and baseline model performed 
reasonably well. 
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Following Table shows the performance metrics of baseline LSTM model. 
 

Table 3: Performance metrics of Baseline LSTM model 
 RSME R2 Score 

Train Set 12.44 0.90 
Test Set 15.04 0.86 

 
From the above table, it can be observed that the R2 score for train set is more than test set. This is a typical case of over fitting and 
may not be very accurate for the predictions on the unseen data set (test data ). So hyper parameter tuning is required to deal with 
above issue.  
 

V. HYPER PARAMETER TUNING- LSTM  RESULTS  
A. LSTM Hyper parameters Tuning 
Following parameters were considered for the hyper parameter tunings for the LSTM models using random grid search method. 
Their range is also shown in the below table: 
 

Table  4: Various parameter range used for Hyper Parameter tuning of LSTM Model 
Sr. 
No. 

Hyper Parameters Values 

1 first_additional_layer True, False 
2 second_additional_layer,  True, False 
3 third_additional_layer True, False 
4 n_neurons [16, 32, 64, 128] 
5 n_batch_size [8, 16, 32, 64, 128] 
6 dropout [0.1, 0.2] 
 

Following image  gives best combination after hyper parameter tuning: 

 
 

Following image shows the results of final LSTM model after hyper parameter tuning. 

 
 
From the above data, it can be clearly seen that there are the number of trainable parameters drastically reduced from 474, 753 ( 
baseline) to 4, 113.  This reduced the overall CPU efforts required without compromise on the accuracy of the prediction model. 
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Following Table shows the performance metrics  of final LSTM model after hyper parameter tuning. 
 

Table 5: Performance metrics of HPT- LSTM model 
Sr. No. RSME R2 Score 

Train Set 14.76 0.865 
Test Set 15.12 0.868 

 
From the above table, it can be observed that the R2 score for training and test set is close to 0.87 and almost equal and very decent 
as per industry norms. This is surely not a case of over fitting and hence this model can be accepted as a final model. 
Following image show the predicted vs actual values of RUL values of test and predicted engine data. 

 

Figure 7: Predicted vs actual RUL prediction of final hyper tuned parameters for the LSTM for FD00002 
data base 

 
The above Figure shows that the predicted values and actual test value data are in good agreement and the hyper parameter tuned 
models performed very well. 
 

VI. RESULTS AND DISCUSSION 
In the earlier work by Koen {4], the RUL predictions of FD002 data set were performed using simple Linear Regression an Lagged 
MLP models. The comparison of this study is presented for the current approach of Hyper parameter tuned LSTM model in the 
below Table. For each of the models, the  results are presented for train and test sets. 
 

Table 6: Performance comparison of HPT- LSTM model with reference work 
Model Type Sr. No. RSME R2 Score 

Linear Regression Model [4] Train Set 21.94 0.723 
Test Set 12.82 0.632 

Lagged Multi- Layer 
Perceptron (MLP)Model [4] 
 

Train Set 14.76 0.906 
Test Set 25.35 0.778 

Hyper Tuned LSTM model Train Set 14.76 0.865 
Test Set 15.12 0.868 

 
 

 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue III Mar 2023- Available at www.ijraset.com 
     

2035 
 

2035 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 
 

From this study, following observations can be made: 
1) The baseline model which is simple Linear regression model performed not so great due to non- linear relation between sensor 

and RUL. In this case, there is clearly a possibility of further improvement, 
2) For MLP , the final model is a typical case of over fitting where the R2 score and RSME is more for training data as compared 

to test data and there is a possibility of further improvement. 
3) The Hyper-parameter tuned LSTM model performed best with decent R2 score of 0.86 for both training and test dataset. 

 
VII. CONCLUSIONS AND FUTURE PLAN: 

In this study, the most robust model for the accurate predictions of Remaining Useful Life is developed. The performance of this 
developed machine learning model is compared with the existing predictive models based on Simple regression and Lagged MLP 
techniques. For this purpose a well-known dataset CMAPSS is used  for the estimation of correct RUL for test engine data. 
Detailed Exploratory Data Analysis (EDA) is performed on raw sensor data to understand the patterns. This helped in removing the 
sensors having constant values and no patterns in their data.  
From the above study, it is evident that the number of trainable parameters of hyper-tuned LSTM drastically reduced from 474, 753 
(baseline) to 4, 113.  This reduced the overall CPU efforts required without compromise on the accuracy of the prediction model. 
Comparative study is of the hyper parameter fine-tuned model made is with simple linear regression and lagged MLP models. The 
performance of LSTM model is found to be best for both training and test data sets with high level of accuracy. The current 
approach also eliminated issue of over fitting which was present in the reference models. 
The next step of this study is to try other prediction models to improve the efficiency and accuracy of the models. 
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