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Abstract: Diabetic retinopathy (DR) is one of the disease which is unobservable to the people and it is also an underlying disease 

that causes eye-related disorders due to collective damage to small retinal blood vessels. As a result both eyes can be affected 

leading to partial or complete vision loss. Diabetic Retinopathy is linked with uncontrollable sugar level or diabetic level. To 

prevent the initial damage and permanent blindness, its early detection must be followed. Whereas, there are automated 

diagnostic systems are implied in early detection and diagnosis of severe eye complications by providing helping hand to the 

ophthalmologists. The proposed research achieved improvements to enhance the performance in terms of accuracy, loss and 

speedy detection. In continuation with the same, the research has been done by implying Convolution Neural Network (CNN) 

along with Inception Version 3 (V3) model which yield accuracy of 99.35% with 0.02 loss. The proposed model makes it more 

accurate due to less epochs i.e., 10 epochs. The proposed model has been supported with Diabetic Retinopathy Detection 2015 

and Aptos 2019 Blindness Detection and they both were received from Kaggle so to develop our reliable approach for identifying 

different Diabetic Retinopathy. 
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I. INTRODUCTION 

The eyes, an organ of sight, are the most important organ of our body and have several components. The retina senses light and 

creates electrical impulses that correlate with the brain to handle the pictorial data. There are numerous eye diseases resulting in 

vision loss but the most common one is diabetic retinopathy (DR), which is related to diabetes. Each person having diabetes is at 

risk of developing DR. It is found that roughly one in three individuals having diabetes has DR to some extent [1]. Biomedical 

imaging is a powerful way to obtain a visual representation of the internal organs of the body for clinical purposes or for study of 

anatomy and physiology. The main reason for the DR is the contradictory increase of the blood glucose level, which results in 

damage to the vessel endothelium and increases the retinal vessel permeability. The growth of DR results in the retinal detachment. 

DR patients are not aware of any symptoms until visual impairment develops, it will be the less effective treatment. By using laser 

photocoagulation, the earlier stages of DR can be treated and may prevent from vision loss. Diabetic patients are advised to undergo 

the regular eye check up to ensure the presence of DR. abnormalities associated with the retinal-related diabetic disease are diabetic 

macular edema, age-related macular degeneration, cataract, conjunctivitis, and glaucoma. Most of the people harmed by DR do not 

visit an eye-care professional unless the DR situation extends to the severe NPDR or PDR stage. Also the accepted measures to 

identify DR involve ophthalmologists for identifying and diagnosing capability, which is time-consuming and very costly work. 

Thus, it became critical to present efficient DL-based methods. NPDR are likely to produce PDR during a year. Severe NPDR is an 

extreme and severe condition where there are many characteristics by which a severe NPDR is determined. [2] There is around 50% 

chance that severe NPDR can turn into PDR over a year. PDR is the liberal level where deficiency of oxygen in the retina causes 

development of new, fragile blood vessels in the retina and vitreous, where the gelatinous fluid occupies the back of the eye. [3] The 

different stages of DR, are mild NPDR, moderate NPDR, severe NPDR, and PDR. 

 

A. Diabetic Retinopathy 

It is a term applied to the effects of diabetes in the eye, or more specifically, the specialized neural tissue in the eye, the retina. DR is 

a highly specific vascular complication of both types 1 and 2 diabetes, with prevalence strongly related to the duration of diabetes. 

DR is the most frequent cause of new cases of blindness among adults aged 20-74 years. In addition to the duration of diabetes, 

other factors that increase the risk of, or are associated with, retinopathy include chronic hyperglycemia, nephropathy and 
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hypertension [4]. This disease is usually asymptomatic in its early stages and, as a consequence, diabetics do not consider being 

examined on a regular basis. However, once DR has been detected in the retina, ocular examinations by an eye care specialist will 

require more frequent monitoring and visits. DR affects nearly half of the population with diabetes [5]. The global prevalence of 

diabetes has been continually increasing and current projections estimate that 438 million adults will be affected by 2030. 

 

B. Diabetic Retinopathy Grading and Classification 

Accurately grading diabetic retinopathy can be a significant challenge for an untrained person. Medical community establishes a 

standardized classification based on four severity stages (Wilkinson et al., 2003) determined by the type and number of lesions (as 

micro-aneurysms, hemorrhages and exudates) present in the retina: class 0 referring to no apparent Retinopathy, class 1 as a Mild 

Non-Proliferative Diabetic Retinopathy (NPDR), class 2 as Moderate NPDR, class 3 as a Severe NPDR and class 4 as a 

Proliferative DR. Any of the stages can have no or few symptoms. Therefore, periodic dilated eye examinations are crucial for the 

detection and evolution study of the disease. Furthermore, diabetic macular edema can develop at any of these stages due to 

damaged and leaky blood vessels, affecting patient vision quality. In the following sections diabetic retinopathy disease levels 

(Wilkinson et al., 2003) are described: There are several factors that contribute to the development and progression of DR.  

1) No apparent diabetic retinopathy (class 0):  The exams done to the fundus images of this class does not show any abnormality, 

either in the form of micro-aneurysms or in more complex forms. A diabetic patient with no retinopathy has a < 1% chance of 

developing a PDR in the next four years (Klein et al., 2009). 

2) Mild non-proliferative diabetic retinopathy (class 1): This is the earliest stage of the disease. In this stage, micro-aneurysms are 

the only abnormality found in exams. Class 1 diabetic patients have a < 5% chance of developing a PDR in the next four years 

(Klein et al., 2009). 

3) Moderate non-proliferative diabetic retinopathy (class 2): Moderate NPDR contains dot blot hemorrhages or micro aneurysms 

in at least one quadrant with or without cotton-wool spots, venous beading, or intra retinal microvascular abnormalities (IrMA) 

but less than the 4:2:1 rule that defines the severe case and that is explained below. 

4) Severe non-proliferative diabetic retinopathy (class 3): Exam findings of the severe NPDR are characterized by any of the 

following cases:  20 or more intra retinal hemorrhages (dot blot hemorrhages) iin each of all four quadrants  Definite venous 

beading in 2 or more quadrants   Prominent intra-retinal microvascular abnormality (IRMA) in one or more quadrants These 

three points are called the 4:2:1 rule because the abnormalities are required to be present in at least 4, 2 and 1 retina quadrants 

respectively. Patients with severe NPDR have a 17% chance of developing high risk PDR within one year, and 40% chance of 

high-risk PDR within three years. 

5)  Proliferative Diabetic Retinopathy (class 4): This is the most advanced stage of the disease. In this stage, new, fragile & 

abnormal blood vessels grow on the retina or optic nerve. These blood vessels can leak, affecting vision quality. Exams find 

either a definite neovascularization, or pre-retinal or vitreous hemorrhages.  

 

C.  Diabetic Retinopathy Detection 

An infallible automatic detection method is essential since it is vital to categorize and avoid the severity degree of DR. The majority 

of DR research formerly relied on feature extraction using machine learning approaches; however, the difficulties of manual feature 

extraction led researchers to shift to deep learning. Data mining, image processing, machine learning, and deep learning are just a 

few of the computer-assisted technologies that have emerged as a result of more medical research. Deep Learning, on the other 

hand, has gained popularity in recent years in fields including sentiment analysis, handwriting recognition, stock market prediction, 

and medical image analysis, to name a few. CNN with Inception V3 model in deep learning produces positive results when it comes 

to photo classification. People with diabetes may have an eye disease that is called diabetic retinopathy. This happens when high 

blood sugar levels cause damage to blood vessels in the retina. These blood vessels can also swell and leak. On the other hand, they 

can close, stopping blood from passing through. Sometimes abnormal new blood vessels develop on the retina. 

 

D.  Convolutional Neural Networks 

Classification of DR includes the weighting of various features and the location of such features [6]. This is hectic for clinicians. 

Computers are able to obtain much quicker and better classifications once trained, giving the ability to aid clinicians in real-time 

classification. The efficacy of automated grading for DR has been an interesting area of research in computer imaging with 

encouraging conclusions [7] [8].  
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Remarkable work has been done in detecting the features of DR using automated methods such as support vector machines and k-

NN classifiers [9]. The majority of classification techniques are on two class classification for DR or no DR. 

Convolutional Neural Networks (CNNs) is a branch of deep learning, has a splendid record for applications in image analysis and 

interpretation that also included medical imaging. Network architectures designed to work with image data were routinely built 

already in 1970s [10] with useful applications and surpassed other approaches to challenging tasks like handwritten character 

recognition [11]. However, it wasn’t until several breakthroughs in neural networks such as the implementation of dropout [12], 

rectified linear units [13] and the accompanying increase in computing power through graphical processor units (GPUs) that they 

became feasible for more complex image recognition problems. 

Presently, large CNNs are used to successfully tackle highly complex image recognition tasks with many object classes to an 

impressive standard. CNNs are used in many current state-of-the-art image classification tasks such as the annual ImageNet and 

COCO challenges [14] [15]. 

Two main problems that exist within automated grading and particularly CNNs are: One is achieving a desirable offset in sensitivity 

(patients correctly identified as having DR) and specificity (patients correctly identified as not having DR). Furthermore, overfitting 

is a major issue in neural networks. Skewed datasets cause the network to over-fit to the class most prominent in the dataset. Large 

datasets are often massively skewed. 

 

E.  Inception Version 3 

The Inception-v3 network along with CNN is used for this proposed research. This architecture consists of five convolutional layers, 

two max-pooling layers, 11 inception modules, one average pooling layer and one fully connected (fc) layer, which produces an 

image-wise categorization. The Inception-v3 network groups the similar sparse nodes into a dense structure to enhance both the 

depth and width of the network and reduce the computation process efficiently. The Inception V3 is a deep learning model based on 

Convolutional Neural Networks (CNN), which is used to classify images. The inception V3 is a better version of the basic model 

Inception V1 that was introduced as GoogLeNet in 2014. 

 
The Inception V3 Model 

 

II. LITERATURE REVIEW 

There has been a significant amount of research on this topic. As a result, it is crucial to gather information, interpret it, classify it, 

and summarize the findings of earlier investigations. The proposed thesis developed pertinent keywords to find anything useful for a 

thorough review of recurrent convolution network-based collection Diabetic Retinopathy diagnosis systems. Our search was limited 

to articles published in respected journals and conferences. After developing a selection criterion, an analysis, and a design, the 

suggested search yielded 25 pertinent research publications. These papers underwent in-depth analysis and research from several 

angles. Although recent improvements in Diabetic Retinopathy detection technologies are encouraging, there is still room for 

improvement in the current diagnostic methods. 

Chutatape, O et al. (1997) [16] presented at the 19th IEEE Conference on “Engineering in Medicine and Biology Society”, detect 

exudates using thresholding and region growing. A flatbed scanner was used to scan the images of their fundi that were captured 

with a non-mydriatic fundus camera. In this thesis, the report various research on the characteristics of exudates, blood vessels, and 

microaneurysms, three aspects of diabetic retinopathy. The characteristics allow us to categorise DR stages as healthy, mildly non-

proliferative, moderately non-proliferative, severely non-proliferative, and proliferative. The stages are categorised using Support 

Vector Machine, Random Forest, and Naive Bayes classifiers. The highest accuracy, sensitivity, and specificity, which are 76.5%, 

77.2%, and 93.3% respectively, are discovered in Random Forest, making it the best method. 
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Hsu et al. (2000) [17] presented at the IEEE Conference on “An Effective  Approach to  Detect Lesions in Color Retinal Images,” 

extract colour features then use a feed forward neural network to identify retinal lesions. By utilising an MDD classifier based on 

statistical pattern recognition techniques, lesions can be tentatively recognised. An efficient pre-processing step, the brightness 

adjustment approach, is suggested to address the issue of non-uniform lighting in retinal pictures. This ensures that dim lesion 

patches that are dispersed in darker background would not be ignored and would not be treated as background. A local window 

feature D is then employed to confirm the classification outcome. With this, they could continue to classify the retinal pictures that 

were actually normal with an accuracy of 70%. The amount of retinal images that must be manually evaluated by medical specialists 

each year is significantly reduced as a result. 

Kavitha and Shenbaga (2005) [18] proposed  median  filtering  and  morphological operations for blood vessel detection. They 

remove bright regions thought to be the optic disc or exudates using multilevel threshold holding. They identify the optic disc as the 

place at where the blood vessels converge before identifying the other bright areas as exudates. Low-contrast photos weren't handled 

well by the approach. With the use of support vector machine (SVM) and naive Bayes classifiers, they presented a number of 

experiments on feature selection and exudates categorization. They started by fitting the naïve Bayes model to a training set made 

up of 15 features taken 

from each of 115,867 examples of exudate pixels that were positive and an equal number that were negative. Following that, they 

applied feature selection to the naive Bayes model, continuously eliminating each feature from the classifier until classification 

performance ceased to advance. They repeatedly added the previously-removed features to the classifier after starting with the best 

feature set from the naive Bayes classifier in order to find the optimal SVM. They use a grid search to find the optimal setting for 

the hyper parameters v (tolerance for training mistakes) and for each combination of features (radial basis function width). The best 

feature sets from both classifiers were then used to compare the best naive Bayes and SVM classifiers to a reference closest 

neighbor (NN) classifier. 

Sopharak et al. (2011) [19] in the paper titled “Automatic microaneurysm detection from non-dilated diabetic retinopathy retinal 

images using mathematical morphology methods” implemented to detect MAs from retinal images by morphological operators. 

Here, mathematical morphology is used for pre-processing, and a shade correction approach is employed to extract the blood 

vessels. This paper investigates a set of optimally adjusted morphological operators used for microaneurysm detection on non-

dilated pupil and low-contrast retinal images. The detected microaneurysms are validated by comparing with ophthalmologists' 

hand-drawn ground-truth. As a result, the sensitivity, specificity, precision and accuracy were 81.61, 99.99, 63.76 and 99.98%, 

respectively. 

Kaizau et al (2019) [20] in the paper titled “Microaneurysm imaging using multiple en face OCT angiography image averaging: 

morphology and visualization” showed that while OCT detects retinal vascular abnormality, fundus images capture the retina’s 

interior part, namely OD, macula, blood vessels. The leaking of the retinal vasculature is found via fluorescein angiography. There 

are two approaches to capture fundus pictures. One method of obtaining the fundus image is to use tropicamide (eye drops) to dilate 

the retina and then take what is known as a Mydriatic fundus image. In 31 eyes from 25 individuals, 415 microaneurysms could be 

counted and examined. Microaneurysms were discovered in 144 (34.7%), 227 (54.7%), 285 (68.7%), and 306 (73.7%) of single 

image, 3, 5, and 10 averaged OCTA images, respectively. With more image averaging, the capacity to detect microaneurysms was 

greatly improved. There was a significant correlation between microaneurysm morphology and microaneurysm visibility by the 

image-averaging process for 4 morphologies, in particular the focal bulge types (P 0.01), but no correlation between microaneurysm 

detection with OCTA, retinal thickness, FA leakiness, indocyanine green angiogram detection, or the number of averaged images. 

In DR, multiple image averaging is helpful for enhancing OCTA's ability to detect microaneurysms, particularly for focal bulge-type 

microaneurysms. 

Daniel S.W. Ting, et al. (2019) [21] in the paper titled “Deep learning in estimating prevalence and systemic risk factors for diabetic 

retinopathy” determined that there are various steps for the detection of DR by fundus images, such as pre-processing, segmentation 

of images, analysis, and grading of the image according to the disease’s severity. In order to ascertain the prevalence and systemic 

cardiovascular risk factors for DR on fundus pictures in patients with diabetes, this study will employ DLS as the grading method 

rather than human assessors. This cross-sectional study, which included 18,912 patients (n = 93,293 pictures), was multi-site (8 

datasets from Singapore, the USA, Hong Kong, China, and Australia), multi-ethnic (5 races), and multi-site. The time required for 

DR assessment by DLS versus 17 human assessors (10 retinal specialists/ophthalmologists and 7 professional graders) was 

compared with these results. For all DR, referable DR, and vision-threatening DR (VTDR), the estimation of DR prevalence by 

DLS and human assessors is equivalent (Human assessors: 15.9, 6.5%, and 4.1%; DLS: 16.1%, 6.4%, and 3.7%).  
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For any DR, referable DR, and VTDR, both evaluation techniques revealed similar risk variables (with equal AUCs), such as 

younger age, longer diabetes duration, greater HbA1c, and systolic blood pressure (p > 0.05). 93,293 fundus pictures were evaluated 

by DLS in a total time of 1 month as opposed to 2 years by human assessors. In conclusion, a DLS could accurately predict the 

prevalence and systemic risk factors for DR in a multiethnic community in a lot less time than human assessors. In future 

epidemiology or therapeutic trials for DR grading in the worldwide community, this work underlines the possible application of AI. 

Nagpal et al. (2021) [22] in the paper titled “Recent advancement for diagnosing diabetic retinopathy” emphasized that diagnosis of 

early treatment of DR can help the patient abate the risk of vision loss. The primary goal of this essay is to inform readers of the 

research that has been done thus far regarding the automatic detection and grading of DR. First, numerous lesion types—including 

MAs, HEM, and exudates—have been examined, along with various methods for their identification that have been reported in the 

literature. To precisely understand the benefits and drawbacks of the approach, analyses of all clinical indicators have been 

conducted. The author then discusses the gaps in the literature and the future of DR. It is anticipated that this review will be 

beneficial for scientists studying medical images. 

Shefali Yadav & Prashant Awasthi (2022) [23] in the paper titled “Diabetic Retinopathy Detection Using Deep Learning And 

Inception-V3 Model” work considers a deep learning methodology specifically a Densely Connected Convolution Network 

iNCEPTION-v300, which is applied for the early detection of diabetic retinopathy. According to the severity levels, it divides the 

fundus images into two categories: No DR and Yes DR. Diabetic Retinopathy Detection 2015 and Aptos 2019 Blindness Detection, 

both obtained from Kaggle, are the datasets that are taken into account. Their suggested model has an accuracy rate of 88.1%. The 

primary goal of this effort is to create a reliable method for automatically detecting DR. 

III. PROBLEM FORMULATION AND METHODOLOGY 

The main objective of this work is to build a stable system for detection of diabetic retinopathy. This work employs the deep 

learning methodology using CNN and Inception V3 for detecting the diabetic retinopathy based on severity level (No DR, Moderate 

and Severe). Many processes were carried out before feeding the images to the network. We trained models in this work and then 

the better accuracies were obtained while testing. 

 

A.  Research Gap 

1) Despite the fact that a substantial amount of research and studies have been conducted employing algorithms to diagnose 

Diabetic Retinopathy. The National Health Services have still not obtained the majority of these models, nevertheless. 

2) There are difficulties with DR research in ophthalmology. Therefore, grading of DR is automated as a result of using CNN and 

Inception v3. However, the more the number of training images, the better accuracy is obtained. 

3) The use of effective models should be used to diagnose DR at an early stage and the pertinence of machine learning for 

additional study in healthcare settings is required. Using CNN and inception v3 to identify DR can then be referred to human 

experts for review thus reducing their burden, examining time and avoiding further complication by giving them timely prompt 

treatment. 

4) Anaconda, a program that consists of python libraries is used for this suggested thesis. The code is arranged into cells and then 

run on Jupyter 6.4.11. The latest version of python, python 3.11.0 is used. 

 

B.  Objectives 

1) To study and analyze diabetic retinopathy to reduce the mortality rate caused by it. 

2) To enhance the performance of Diabetic Retinopathy detection and grading system by using CNN and Inception V3. 

3) Detecting Diabetic Retinopathy in its early stage and reducing number of unnecessary tests both can be accomplished by 

increasing model’s efficacy and accuracy. 

 

C.  Methodology 

The major goal of this study is to develop a reliable, noise-tolerant method for diagnosing diabetic retinopathy. This study employs 

deep learning technology to recognize varying degrees of diabetic retinopathy severity (No DR, Moderate and Severe). Before the 

pictures were uploaded to the network, several procedures were finished.  

1) When analyzing an input of eye data, diabetic retinopathy can be checked whether it has impacted the eye and at what stage. 

Then preprocess the image and use algorithms to find diabetic retinopathy. The dataset is trained and then tested, it is then 

checked whether healthy, moderate, or severe DR is present. The methodology of classification of diabetic retinopathy into 

healthy, moderate and severe using deep learning are as follows 
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2) Collection of Data Set: It is necessary to gather the training dataset for the model. It can be gathered in two different methods. 

One involves using a camera to take pictures and manually collecting data from hospitals. The other is data collection or 

acquisition directly from a website or the internet. Here the dataset has been collected from Kaggle. Although each of these 

methods are equally reliable, gathering data on oneself is typically difficult and disorganized. 

3) Importing the Libraries: The environment needs to be set up such that the code can execute without causing errors before the 

programming portion can begin. By obtaining the necessary libraries and importing them into the code, an environment is 

produced. The primary principle of developing and designing models is facilitated by libraries, which ease work. 

 
Figure 3.1a Flowchart 

 

 
Figure 3.1(b) 
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4) Determining the path of dataset: Once the dataset has been gathered and saved, it must be imported into the program to be 

processed further. In some situations, the dataset must be processed before being trained on by the model. In this case, the train-

test split method has been utilized, where random images are both learned and tested. 

5) The photographs in the dataset need to be preprocessed in order to convert them to the standard format because they are quite 

polluted, including images that are out of focus, have excessive exposure, have extra lighting, have a dark background, etc. The 

preliminary process involves completing the following tasks: 

6) Removing the black border: The black border surrounding the pictures has been removed because it does not offer any 

information to the fundus image and is therefore superfluous. 

7) Remove the black corner: The fundus image is round, so even after the black border was removed, there were some dark 

corners left. In this step, the dark edges of the image are removed. 

8) Image resizing: The images have been shrunk to 120*120 pixels (width*height). 

9) Adding the Gaussian Blur: By setting the kernel size, the pictures are given a Gaussian blur. Gaussian noise can be reduced 

with the use of this method. 

 
Figure 3.2 Pre-processing images 

 
10) Data augmentation is an integral process in deep learning, as in deep learning a need of large amounts of data is required and in 

some cases it is not feasible to collect thousands or millions of images, so data augmentation comes to the rescue. 

 

A. Operations in Data Augmentation 

The most commonly used operations are- 

1) Rotation: This operation as the name suggests, just rotates the image by a certain specified degree. In the proposed thesis, 

rotation range = 20 

2) Shearing: The image's orientation can also be changed using shearing. In the proposed thesis, shear range = 30 

3) Zooming: This operation allows us to either zoom in or zoom out. In the proposed thesis, zoom range = 0 

4) Flipping: It allows us to flip the orientation of the image. It can be horizontal or vertical flip. In the suggested thesis, horizontal 

flip = 0.2, vertical flip = 0.2 

 
Figure 3.3 Images Obtained after Data Augmentation 
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5) Visualizing the Designed Model: The Inception Version (V3) model is designed and visualized in order to get a clear idea of all 

the layers incorporated in the model design. 

6) Training the Model: The model now has to be trained after being designed. Multiple epochs are used to feed the dataset into the 

layers, which results in the creation and application of an appropriate learning mechanism. 

7) Plotting the Graph: With respect to epochs, the pattern of losses and accuracy in training and validation is plotted. The training 

process is ended and the model is saved if the training parameters and validation parameters, such as training loss, training 

accuracy, validation loss, and validation accuracy, do not improve as the number of epoch’s increases. 

8) Plot Confusion Matrix: The model saved is no tested and results obtained are plotted in the form of Confusion Matrix. 

 

IV. IMPLEMENTATION AND RESULTS 

Deep learning and Inception V3 are the two most prominent machine learning methods for identifying pictures using CNN. In order 

to create a CNN model, Keras is the finest Python library to use. Another library used in this architecture, Tensorflow, contributes to 

providing the basis for backend operations. Additional applications for Keras include testing, training, and design. Matplotlib is the 

other one that has been used. It allows for the plotting of graphs. Utilize Numpy to carry out mathematical calculations and arrayize 

data. Scikit-Learn is used to plot the confusion matrix, which is shown in the results section. 

 

A. Data Pre-processing and Classifications 

Pre-processing is the term used to describe the changes made to the data before the algorithm receives it. Data Pre-processing is a 

method for transforming unclean data into clean data sets. In other words, anytime data is acquired from various sources, it is done 

so in a raw manner that makes analysis impossible. The image's width and height is kept at w=h=250 in this instance of data pre-

processing. The data set here consists of images of three classes i.e., Healthy, Moderate and Severe. 

 

B. Data Split To Train, Validation And Test 

Train Test Split method is used. The train test split () method is used to split data into train and test sets.  

First, the data is to be divided into features (X) and labels (y). The data frame gets divided into X train, X test, y train and y test. X 

train and y train sets are used for training and fitting the model. The X test and y test sets are used for testing the model if it’s 

predicting the right outputs/labels. The size of the train and test sets can be explicitly tested. It is suggested to keep our train sets 

larger than the test sets. 

 

C. Confusion Matrix 

Next is the “plot confusion matrix” method. It plots the confusion matrix on the basis of outputs predicted by our model. 

An N x N matrix called a confusion matrix is used to assess the effectiveness of a classification model, where N is the total number 

of target classes. In the matrix, the actual goal values are contrasted with those that the machine learning model anticipated.  

 
Figure 4.1 Confusion Matrix 
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Fig 4.2 Confusion matrix, Classification Report 

D.  Results 

The Inception V3 depicted that reached accuracy of 99.35% with the validation accuracy of 91.53%. As the number of images being 

trained is increasing, the loss is decreasing and the accuracy is improving steadily. The completion of an epoch updates weights. The 

training was complete with an accuracy of 99.35%. Below is the testing result for different Epochs. 

 

Epochs ETA Accuracy Loss Precision 

1 214s  96.93 0.09 96.92 

2 283s 93.26 0.20 93.37 

3 270s 97.34 0.05 97.40 

4 254s 98.11 0.04 98.11 

5 269s 99.05 0.03 99.05 

6 250s 98.94 0.03 98.94 

7 281s 99.47 0.02 99.47 

8 303s 99.00 0.03 99.00 

9 270s 99.35 0.02 99.35 

10 257s 99.35 0.02 99.35 

Table 4.1a Table for 10 epochs 

 

Epochs ETA Accuracy Loss Precision 

1 214s  96.93 0.09 96.92 

2 283s 93.26 0.20 93.37 

3 270s 97.34 0.05 97.40 

4 254s 98.11 0.04 98.11 

5 269s 99.05 0.03 99.05 
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Figure 4.3a               Figure 4.3b 

 

Figure 4.3a represents the graphs for training and validation recall for 10 epochs and 3 classes. X-axis represents the epochs and Y-

axis represents recall percentage. The blue line represents the training recall and the orange line represents the validation recall. It is 

clear from the graph that the training and validation recall increases as the epochs increase.   

Figure 4.3(b) represents the graphs for training and validation loss for 10 epochs and classes. X-axis represents the epochs and Y-

axis represents loss percentage. The blue line represents the training loss and the orange line represents the validation loss. It is clear 

from the graph that the training and validation loss decreases as the epochs increase.  However, the validation loss was 0.66. 

Reason for fluctuation is use very small batch-size. So it’s like you are trusting every small portion of the data points. When the 

batch-size is larger, such effects would be reduced but it would also make training go slow with increased memory requirements. 

 

E. Comparison of Results for Various Epochs 

 

EPOCHS ACCURACY VALIDATION 

ACCURACY 

5 95.02 89.95 

10 99.35 91.53 

Table 4.3 Comparison of results for various epochs 

 

F. Representation Of Accuracies Of Previous And Proposed Model 

The previous research papers took models of SVM, KNN Random Forest and Inception V3 models. SVM results in 68% accuracy.  

KNN classifier results in 76%, random forest results in 90% accuracy, and Inception V3 model achieved 88.1% accuracy. The 

accuracy using current Inception V3 model is 99.35. 

 

 MODELS ACCURACY 

 

EXISTING 

TECHNIQUE 

SVM 60% 

KNN 78% 

Inception V3 88.1% 

RANDOM 

FOREST 

90% 

PROPOSED 

WORK 

INCEPTION 

V3 

99.35% 

Table 4.4 Representation of accuracies of previous and proposed model 
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V. CONCLUSION AND FUTURE SCOPE 

The number of ophthalmologists worldwide may not be able to meet regulatory screening demands because of the exponential 

growth in the predicted future diabetes mellitus patient population and unintentionally the victims subject to DR. An effective 

solution to the issue has been a safe, clinically useful automated detection algorithm. 

It was discovered that the majority of New Fundus Algorithm entries, including those using sophisticated ML models, continue to 

operate under the maximization of likelihood principle. As a result, they can only identify the disease once it has progressed 

significantly.  

The New Fundus Algorithms entries that employ ML algorithms (including those employing deep learning algorithms) only 

consider brightness to identify the optical disc and exudates in the retina based on the widely held belief that the optical disc must be 

the brightest region in the retina. As a result, the optical disc cannot even be correctly detected by the majority of systems. This 

limits the system's capacity for early detection, which is important for preventing visual loss. 

Additionally, it was discovered that the majority of New Fundus Algorithm entries, including those intended to identify diseased or 

healthy tissues, can only function with images that have a fixed and extremely low pixel count for both length and width. For 

instance, even algorithms intended to "pinpoint" exudates are typically created to operate on photos that have been manually pre-

processed and measure 160 by 240 pixels. Early detection has become nearly difficult as a result of the widespread practise of 

reducing the photographs to specified pixel sizes.  

This is due to the fact that the diseased tissues (such as microaneurysms) are frequently too small to be seen on such a low-

resolution image in the early stages of DR. 

Many of the submissions from the New Fundus Algorithms that use Pure CNN have switched to using RGP-CNN (such ResNet50), 

as there are many programming packages for these RGP-CNN that are easily available. The ML models used by the majority of the 

models are not tailored specifically for the job of automated detection of DR due to this merely adaption of the existing, general-

purpose structure. 
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