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Abstract: This research explores the development of an innovative culinary solution – the ingredient-Inspired Recipe 
Recommender. Focused on addressing the global challenge of food wastage, exacerbated by both consumer habits and quality 
deterioration, our study employs advanced deep learning architectures. A key aspect involves a detailed comparison of ResNet 
models (ResNet-50, ResNet-101, and ResNet-152) alongside alternative architectures like DenseNet, VGG, and xResNet. The 
objective is to identify the most effective neural network for accurately recognizing ingredients and generating insightful recipe 
recommendations. In response to the contemporary issues of rushed lifestyles, processed food reliance, and insufficient attention 
to nutrition, our research aims to empower individuals with a practical, technology-driven tool. By seamlessly integrating deep 
learning into the culinary landscape, the ingredient-Inspired Recipe Recommender suggests personalized recipes based on 
available ingredients, fostering healthier eating habits and contributing to a reduction in food wastage. This paper presents the 
methodology employed for the comparative analysis, reports experimental results, and discusses broader implications within the 
realms of food sustainability and technological innovation. In addressing the evolving needs of individuals, our research strives 
to align technology and gastronomy for positive environmental and societal impact. 
Keywords: Food ingredient recognition, resnet-50, resnet-101, resnet-152, deep learning, recommendation system, mobile 
applications. 
 

I.      INTRODUCTION 
In a world characterized by an abundance of culinary choices, the intersection of technology and gastronomy presents a unique 
opportunity to address challenges associated with food wastage and quality degradation. The rapid expansion of digital platforms 
has changed how people interact, exchange, and discover knowledge around food, creating new opportunities for creative thinking. 
The creation of an intelligent system called an Ingredient-Inspired Recipe Recommender, which is intended to generate customized 
recipes based on components that are readily available, is the main topic of this research article. We conduct a thorough comparison 
of ResNet result parameters (ResNet-50, ResNet-101, and ResNet-152) as a pivotal phase in our project to determine which neural 
network is best for feature extraction in the context of food image recognition. Food waste is a grave worldwide problem that has 
attracted more attention recently. According to the UNEP's Food Waste Index Report, an additional 17% of our food is wasted by 
customers, especially in households [1]. Concurrently, this problem is made worse by the deterioration in food quality brought on by 
extended storage, incorrect handling, and ineffective use. To address these problems, our work attempts to improve the effectiveness 
of ingredient-based recipe recommendations by utilizing cutting-edge deep learning architectures. ResNet, an acronym for Residual 
Network, has become a potent instrument for image recognition tasks, demonstrating its capabilities across multiple fields such as 
computer vision and object detection. The ResNet family, characterized by its residual learning framework, has three prominent 
variants—ResNet-50, ResNet-101, and ResNet-152. These variants differ in depth and complexity. This work examines how well 
these architectures work in the context of food image recognition,assessing how well they can reliably identify ingredients and 
further facilitate insightful recipe suggestions. Extending to the comparison, the ResNet architectures have also been compared with 
other counterparts. (DenseNet, VGG, xResNet, etc). By selecting the optimal neural network architecture for our recipe 
recommender system, we aim to enhance the accuracy and reliability of ingredient recognition, ultimately contributing to the 
reduction of food wastage. The seamless integration of technology into the culinary landscape not only addresses the challenges 
posed by excessive food loss but also empowers individuals to make informed choices about their meals, promoting sustainability 
and responsible consumption. In the subsequent sections of this paper, we delve into the methodology employed for our 
comparative analysis, present the experimental results, and discuss the implications of our findings in the broader context of food 
sustainability and technological innovation. Through this research, we strive to contribute to the ongoing discourse on leveraging 
artificial intelligence for positive environmental and societal impact. 
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II.      PROBLEM STATEMENT 
In the contemporary, fast-paced lifestyles that individuals lead, the conscientious consideration of dietary needs often takes a 
backseat. The modern world is marked by hectic schedules, time constraints, and an abundance of convenience-driven food choices. 
Amidst this hurried pace, there exists a concerning disconnect between individuals and their nutritional requirements. Therefore, 
dietary habits are frequently compromised, leading to an array of challenges such as increased reliance on processed foods, 
insufficient attention to ingredient quality, and a growing prevalence of food wastage. The rush of daily life often results in limited 
time for thoughtful meal planning and ingredient selection, contributing to a reliance on pre-packaged or easily accessible meals that 
may not align with optimal nutritional standards. This shift in dietary patterns not only jeopardizes individual health and well-being 
but also amplifies broader issues such as the perpetuation of unsustainable consumption practices and the exacerbation of global 
food wastage. Addressing this problem requires innovative solutions that seamlessly integrate into individuals' busy lives, providing 
them with tools to make informed and health-conscious dietary choices. The development of an Ingredient-Inspired Recipe 
Recommender serves as a strategic response to this challenge, aiming to bridge the gap between hectic lifestyles and nutritional 
mindfulness. By harnessing the power of deep learning, particularly through the comparison of ResNet architectures, our research 
endeavors to empower individuals with an intelligent system that suggests personalized recipes based on available ingredients, 
thereby promoting healthier eating habits and contributing to the reduction of food wastage. Through this, we strive to align the 
intersection of technology and gastronomy in a manner that addresses the evolving needs of individuals within the fast-paced 
dynamics of contemporary living.  

 
III.      PREVIOUS RESEARCH 

As a similar piece of work, Maruyama et al. [2], developed a mobile system for Android and iPhones that employs bag-of-features 
with SURF and colour histogram for food ingredient recognition. The system, utilizing linear kernel SVM and the one-vs-rest 
strategy, allows users to instantly receive recipe suggestions based on photographed ingredients during grocery shopping or meal 
preparation. Rodrigues et al. [3], developed RecipeIS, which employed the use of ResNet-50 as their base neural network for 
training their dataset. In their case, the pre-trained model ResNet-50 was used due to its frequent use in scientific articles and being 
one of the most used models when the objective is the classification or recognition of a given image. 

 
IV.      METHODOLOGY 

The work is divided into two portions. The first portion aims to recognize food ingredients using a given dataset. The second portion 
is a recipe recommendation based on the food ingredients identified in the first portion. 
 
A. Proposed Model for Ingredient Identification 
For the subsequent phase of food ingredient identification, the ResNet-101 convolutional neural network (CNN) architecture was 
chosen. ResNet-101 is an extension of ResNet-50, designed with a deeper structure for enhanced feature representation. While 
ResNet-50 employs 50 layers, ResNet-101 incorporates 101 layers, providing a more intricate network for improved classification 
and recognition tasks. Like ResNet-50, the ResNet-101 architecture comprises a series of convolutional blocks organized into states, 
each featuring identity and convolution blocks. The identity block, a fundamental component of ResNet, ensures consistency 
between input and output sizes, while the convolution block adjusts sizes when necessary. The key innovation in ResNet, the skip 
connection, remains integral in ResNet-101, facilitating the addition of the original input with the output of the convolution block, 
thereby aiding in gradient flow and alleviating the vanishing gradient problem. As the network progresses through states, the 
window size doubles while the input size halves, culminating in an Average Pooling layer. The final layers consist of a Fully 
Connected layer with a softmax activation function, comprising 1000 neurons for classification. ResNet-101, with its extended 
depth, boasts approximately 44 million trainable parameters, offering a more intricate representation of learned features. Throughout 
the experimentation phase, ResNet-101 demonstrated its potential to capture complex features, and its performance will be further 
elucidated in the upcoming results section using the designated dataset.   
 
B. Dataset 
Our dataset is meticulously crafted with a total of 114 distinct ingredient classes, each meticulously represented by 80 to 100 images. 
This deliberate curation ensures a large and diverse dataset crucial for the effective training of our AI algorithm. The inclusion of a 
substantial number of classes and images facilitates the model in learning intricate patterns and variations inherent in ingredient 
recognition. The dataset's diversity is a key strength, exemplified by the incorporation of images with varying resolutions.  
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This intentional variation mirrors the real-world conditions the model is likely to encounter, enhancing its adaptability and 
robustness. The inclusion of images with diverse resolutions is particularly relevant for our application, ensuring that the model can 
effectively recognize ingredients in various contexts and under different imaging conditions. Significantly, our dataset is 
strategically tailored to focus on ingredients commonly found in Indian households. This deliberate choice not only captures the 
nuances of culinary preferences prevalent in the region but also aligns seamlessly with the specific objectives of our proposed 
system for recipe recommendation. By emphasizing ingredients relevant to Indian cuisine, the dataset optimally prepares the model 
to cater to the unique culinary landscape and preferences of individuals in this cultural context. In essence, this comprehensive 
dataset serves as the cornerstone of our research. Its thoughtful composition and emphasis on diversity, resolution variation, and 
cultural specificity lay the foundation for developing a robust and accurate ingredient-inspired recipe recommender system. This 
tailored approach ensures that our AI model is finely tuned to the intricacies of Indian culinary practices, meeting the distinct needs 
of users in this specific cultural context. So, the characterization of the dataset used:   
 114 classes of food ingredients; 
 Diverse ingredient images; 
 Images in different image formats; 
 Different sizes and resolutions; 
 Images with different angles, types of luminosity, and quality.  

 
Fig. 1 Dataset 

 
C. Application 
Our recipe recommendation system comes to life through a sophisticated cross-platform application, expertly crafted using the 
Flutter [4] framework. Recognized for its prowess in delivering a consistent user experience across Android and iOS platforms, 
Flutter forms the backbone of our user interface, providing a seamless and user-friendly design. The frontend, thoughtfully designed 
with Flutter's versatile widgets, ensures an immersive and responsive user experience. To establish a robust link between the 
frontend and our potent deep learning model, we seamlessly integrate Flask [5], a widely used backend framework built on Python. 
Flask orchestrates efficient communication, allowing the Flutter frontend to seamlessly interact with the underlying 
recommendation engine. This synergy between Flutter and Flask ensures a fluid user experience, enabling real-time interactions 
with our intelligent recipe recommender system. Our machine learning model, trained for ingredient recognition, leverages the 
computational efficiency of Google Colab's [6] T4 GPU runtime. 
The T4 GPU acceleration expedites model training, ensuring swift convergence and heightened learning capabilities from the 
dataset. Incorporating the prowess of Fastai [7], our deep learning model is underpinned by a pre-trained ResNet architecture. Fastai, 
a high-level deep learning library, simplifies complex tasks, making it instrumental in implementing and fine-tuning state-of-the-art 
models.  
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Within Fastai, the ResNet model is available in various versions, each offering distinct depths such as ResNet-50, ResNet-101, and 
ResNet-152. Our choice of the ResNet-101 model underscores its optimal balance between depth and computational efficiency, 
enhancing the accuracy of ingredient recognition.  The communication channel between the Flutter frontend and Flask backend 
relies on APIs, acting as pivotal interfaces for seamless data exchange. These APIs facilitate the flow of user inputs to the backend, 
triggering the model to generate personalized recipe recommendations. The integration of APIs plays a crucial role in enhancing the 
responsiveness of our application, ensuring users receive dynamic recipe suggestions in real-time based on their ingredient inputs. In 
summary, our application seamlessly combines Flutter's cross-platform capabilities, Flask's backend robustness, and the 
computational efficiency of Google Colab's T4 GPU runtime. The incorporation of Fastai's pre-trained ResNet model adds a layer of 
sophistication to our deep learning capabilities, contributing to the overall responsiveness and effectiveness of our recipe 
recommender system. APIs play a pivotal role in orchestrating seamless data exchange, making our application a holistic and 
powerful tool for personalized recipe recommendations. 

 
Fig. 2 Loaded Dataset 

 
V.      OBSERVATIONS 

A. All parameters of ResNet-50 
1)  When epochs= 5:   

TABLE I 
ALL PARAMETERS OF RESNET-50 WHEN EPOCHS= 5 

Epoch Train loss Valid loss Precision 
score 

Recall 
Score 

F1 Score Accuracy Error Rate Time 

0 1.253231 0.935522 0.757534 0.740250 0.732568 0.740250 0.259750 03:02 
1 1.005446 0.833134 0.779200 0.765211 0.760386 0.765211 0.234789 03:04 
2 0.687940 0.717249 0.816267 0.809672 0.804056 0.809672 0.190328 03:05 
3 0.436835 0.662519 0.824312 0.818643 0.815617 0.818643 0.181357 02:59 
4 0.322961 0.661519 0.818379 0.814743 0.811101 0.814743 0.185257 03:02 

 
2)  When epochs= 10:   

TABLE III 
ALL PARAMETERS OF RESNET-50 WHEN EPOCHS= 10 

Epoch Train loss Valid loss Precision 
score 

Recall 
Score 

F1 Score Accuracy Error Rate Time 
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0 0.140023 0.775761 0.834406 0.829563 0.826981 0.829563 0.170437 03:03 
1 0.152146 0.876254 0.835171 0.823323 0.821517 0.823323 0.176677 03:05 
2 0.223081 1.000048 0.815128 0.804992 0.802703 0.804992 0.195008 02:58 
3 0.248834 0.921644 0.824577 0.812012 0.809683 0.812012 0.187988 03:01 
4 0.195967 0.904677 0.828010 0.815523 0.814772 0.815523 0.184477 03:02 
5 0.141970 0.878880 0.830539 0.816303 0.815927 0.816303 0.183697 03:01 
6 0.107519 0.837587 0.838202 0.830733 0.828973 0.830733 0.169267 03:01 
7 0.081837 0.822908 0.838817 0.833073 0.832395 0.833073 0.166927 03:05 
8 0.057704 0.837349 0.839362 0.833853 0.832674 0.833853 0.166147 02:59 
9 0.056023 0.819514 0.841757 0.835803 0.834766 0.835803 0.164197 02:59 

 
3)  When epochs= 20:   

TABLE IIIII 
ALL PARAMETERS OF RESNET-50 WHEN EPOCHS= 20 

Epoch Train loss Valid loss Precision 
score 

Recall 
Score 

F1 Score Accuracy Error Rate Time 

0 0.078111 0.861165 0.837669 0.831513 0.830344 0.831513 0.168487 02:59 
1 0.068392 0.925022 0.836417 0.828783 0.826813 0.828783 0.171217 03:01 
2 0.075682 0.894546 0.842514 0.836193 0.833940 0.836193 0.163807 03:00 
3 0.106251 0,976688 0.826677 0.815913 0.814408 0.815913 0.184087 02:57 
4 0.142194 0.976728 0.824186 0.812402 0.811623 0.812402 0.187597 02:57 
5 0.174270 1.058732 0.813033 0.802652 0.800681 0.802652 0.197348 02:56 
6 0.168394 1.054291 0.816694 0.801482 0.801193 0.801482 0.198518 02:58 
7 0.143960 0.995459 0.824400 0.812012 0.811295 0.812012 0.187988 03:00 
8 0.133426 1.017976 0.832031 0.819813 0.819296 0.819813 0.180187 02:57 
9 0.125467 1.031410 0.826174 0.816303 0.815195 0.816303 0.183697 02:56 
10 0.104663 0.991977 0.825317 0.813183 0.811550 0.813183 0.186817 02:57 
11 0.086701 1.026353 0.829553 0.823713 0.821412 0.823713 0.176287 02:57 
12 0.066704 0.994284 0.835106 0.826833 0.825329 0.826833 0.173167 03:00 
13 0.065392 1.011082 0.831800 0.826443 0.823568 0.826443 0.173557 02:57 
14 0.060756 1.002314 0.835101 0.829953 0.827288 0.829953 0.170047 02:56 
15 0.039094 0.950677 0.837998 0.833853 0.831242 0.833853 0.166147 02:56 
16 0.037853 0.934274 0.843977 0.840874 0.838281 0.840874 0.159126 02:55 
17 0.031022 0.943109 0.844538 0.838144 0.836739 0.838144 0.161856 02:57 
18 0.024193 0.948785 0.844730 0.839704 0.837489 0.839704 0.160296 02:59 
19 0.025305 0.942681 0.843148 0.838924 0.836830 0.838924 0.161076 02:58 

 

 
Fig. 3 Train Loss vs Epoch for ResNet-50 
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Fig. 4 Precision vs Epoch for ResNet-50 

 

 
Fig. 5 Recall vs Epoch for ResNet-50 

 
Fig. 6 F1 Score vs Epoch for ResNet-50 

 

 
Fig. 7 Accuracy vs Epoch for ResNet-50 
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Fig. 8 Error Rate vs Epoch for ResNet-50 

 

 
Fig. 9 Time vs Epoch for ResNet-50 

 
B. All parameters of ResNet-152 
1)  When epochs= 5:   

 
TABLE IV 

ALL PARAMETERS OF RESNET-152 WHEN EPOCHS= 5 
Epoch Train loss Valid loss Precision 

score 
Recall 
Score 

F1 Score Accuracy Error Rate Time 

0 1.186239 0.785427 0.783755 0.773011 0.768744 0.773011 0.226989 04:50 
1 0.899216 0.705788 0.812638 0.796412 0.794129 0.796412 0.203588 05:10 
2 0.569850 0.619511 0.843577 0.827223 0.828041 0.827223 0.172777 05:12 
3 0.332339 0.554630 0.847110 0.840484 0.839835 0.840484 0.159516 05:12 
4 0.220987 0.553189 0.847160 0.841654 0.840861 0.841654 0.158346 05:12 

 
 

2)  When epochs= 10:   
 

TABLE V 
ALL PARAMETERS OF RESNET-152 WHEN EPOCHS= 10 

Epoch Train loss Valid loss Precision 
score 

Recall 
Score 

F1 Score Accuracy Error Rate Time 

0 0.283040 0.610232 0.849677 0.842044 0.840536 0.842044 0.157956 05:13 
1 0.284436 0.706443 0.832564 0.818643 0.819591 0.818643 0.181357 05:17 
2 0.374283 0.748491 0.839992 0.820983 0.822042 0.820983 0.179017 05:17 
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3 0.316486 0.718222 0.834403 0.823323 0.822729 0.823323 0.176677 05:13 
4 0.242761 0.709308 0.842327 0.833463 0.833477 0.833463 0.166537 05:13 
5 0.185270 0.676580 0.849532 0.839704 0.839508 0.839704 0.160296 05:14 
6 0.125043 0.663672 0.850133 0.845944 0.844915 0.845944 0.154056 05:17 
7 0.080859 0.647013 0.857323 0.851404 0.851223 0.851404 0.148596 05:13 
8 0.058067 0.638175 0.856667 0.851404 0.850322 0.851404 0.148596 05:12 
9 0.057970 0.630697 0.855828 0.852574 0.851366 0.852574 0.147426 05:11 

 
 

 
Fig. 10 Train Loss vs Epoch for ResNet-152 

 

 
Fig. 11 Precision vs Epoch for ResNet-152 

 
 

 
Fig. 12 Recall vs Epoch for ResNet-152 
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Fig. 13 F1 Score vs Epoch for ResNet-152 

 

 
Fig. 14 Accuracy vs Epoch for ResNet-152 

 
Fig. 15 Error Rate vs Epoch for ResNet-152 

 

 
Fig. 16 Time vs Epoch for ResNet-152 
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C. All parameters of ResNet-101 
1)  When epochs= 5:   

TABLE VI 
ALL PARAMETERS OF RESNET-101 WHEN EPOCHS= 5 

Epoch Train loss Valid loss Precision 
score 

Recall 
Score 

F1 Score Accuracy Error Rate Time 

0 1.284548 0.856449 0.780611 0.760140 0.758330 0.760140 0.239860 03:56 
1 0.964757 0.768618 0.805532 0.783151 0.782125 0.783151 0.216849 03:58 
2 0.620478 0.670485 0.817505 0.809672 0.806689 0.809672 0.190328 03:56 
3 0.386120 0.600019 0.836962 0.831513 0.829333 0.831513 0.168487 03:53 
4 0.235119 0.585416 0.843193 0.837363 0.835966 0.837363 0.162637 03:56 

 
 

2)  When epochs= 10:   
TABLE VII 

ALL PARAMETERS OF RESNET-101 WHEN EPOCHS= 10 
Epoch Train loss Valid loss Precision 

score 
Recall 
Score 

F1 Score Accuracy Error Rate Time 

0 1.255330 0.868242 0.760645 0.754680 0.748470 0.754680 0.245320 03:35 
1 0.951677 0.804903 0.797506 0.785881 0.777945 0.785881 0.214119 03:36 
2 0.782826 0.744363 0.802624 0.793292 0.786975 0.793292 0.206708 03:34 
3 0.577482 0.723462 0.812554 0.800312 0.795262 0.800312 0.199688 03:34 
4 0.469461 0.722704 0.826564 0.817083 0.814064 0.817083 0.182917 03:31 
5 0.313139 0.702980 0.823985 0.813963 0.812550 0.813963 0.186037 03:35 
6 0.217955 0.684528 0.830023 0.822543 0.820427 0.822543 0.177457 03:33 
7 0.139148 0.666649 0.842608 0.837754 0.835526 0.837754 0.162246 03:34 
8 0.102735 0.665403 0.846647 0.843214 0.841355 0.843214 0.156786 03:33 
9 0.088803 0.666254 0.844326 0.840484 0.838707 0.840484 0.159516 03:35 

 
3)  When epochs= 20:   

TABLE VIII 
ALL PARAMETERS OF RESNET-101 WHEN EPOCHS= 20 

Epoch Train loss Valid loss Precision 
score 

Recall 
Score 

F1 Score Accuracy Error Rate Time 

0 1.295026 0.936251 0.747964 0.745320 0.737227 0.745320 0.254680 03:35 
1 0.924468 0.760237 0.803382 0.796022 0.791075 0.796022 0.203978 03:33 
2 0.733337 0.750556 0.803978 0.793292 0.790554 0.793292 0.206708 03:36 
3 0.630929 0.740326 0.818716 0.809282 0.805710 0.809282 0.190718 03:33 
4 0.569873 0.788897 0.807165 0.796022 0.791748 0.796022 0.203978 03:36 
5 0.503829 0.796862 0.812898 0.794852 0.794293 0.794852 0.205148 03:34 
6 0.396577 0.753281 0.823714 0.808892 0.805930 0.808892 0.191108 03:35 
7 0.351951 0.759671 0.825881 0.818643 0.815093 0.818643 0.181357 03:32 
8 0.294036 0.752930 0.828026 0.819813 0.816653 0.819813 0.180187 03:35 
9 0.238487 0.780770 0.831628 0.820593 0.818350 0.820593 0.179407 03:33 
10 0.205588 0.740007 0.838384 0.830343 0.827350 0.830343 0.169657 03:34 
11 0.154632 0.747735 0.835719 0.826443 0.824496 0.826443 0.173557 03:31 
12 0.135418 0.758602 0.841327 0.831513 0.829912 0.831513 0.168487 03:36 
13 0.088480 0.765741 0.843793 0.838144 0.835708 0.838144 0.161856 03:31 
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14 0.069530 0.740353 0.846083 0.839704 0.838544 0.839704 0.160296 03:35 
15 0.063228 0.750313 0.846554 0.840484 0.839223 0.840484 0.159516 03:32 
16 0.039698 0.755870 0.849238 0.842824 0.841295 0.842824 0.157176 03:35 
17 0.043573 0.751821 0.852294 0.846334 0.844867 0.846334 0.153666 03:34 
18 0.037847 0.742870 0.853080 0.847504 0.846169 0.847504 0.152496 03:33 
19 0.039598 0.736221 0.850047 0.845944 0.844154 0.845944 0.154056 03:33 

 

 
Fig. 17 Train Loss vs Epoch for ResNet-101 

 

 
Fig. 18 Precision vs Epoch for ResNet-101 

 

 
Fig. 19 Recall vs Epoch for ResNet-101 
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Fig. 20 F1 Score vs Epoch for ResNet-101 

 
Fig. 21 Accuracy vs Epoch for ResNet-101 

 

 
Fig. 22 Train Loss vs Epoch for ResNet-101 

 

 
Fig. 23 Time vs Epoch for ResNet-101 
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VI.      DISCUSSION 
A. Precision, Recall and F1 Score 
1) ResNet-50:  At Epochs = 10, Achieved a precision of 0.841757, recall of 0.835803, and F1 score of 0.834766. While slightly 

lower than ResNet-101, these figures still indicate a good balance between precision and recall. 
At Epochs = 20: Improved with precision reaching 0.844730, recall at 0.839704, and F1 score of 0.837489. The improvement 
suggests that the model is continuing to learn and refine its ability to correctly identify ingredients. 

2) ResNet-152:  At Epochs = 5, Achieved a precision of 0.847160, recall of 0.841654, and F1 score of 0.840861. ResNet-152 
starts with high precision and recall, indicating its initial effectiveness. 

At Epochs = 10, Improved with precision reaching 0.857323, recall at 0.852574, and F1 score of 0.851366. While there is 
improvement, it is marginal, and the complexity of ResNet-152 may not provide proportional benefits to its computational cost. 

3) ResNet-101:  At Epochs = 10, Achieved a precision of 0.846647, recall of 0.843214, and F1 score of 0.841355. The high 
precision and recall at this stage indicate that ResNet-101 is effectively identifying and capturing relevant instances while 
minimizing false positives. 

At Epochs = 20, showed further improvement with precision reaching 0.853080, recall at 0.847504, and F1 score of 0.846169. 
The ongoing improvement in precision and recall demonstrates the model's ability to fine-tune its performance and maintain a 
balance between precision and recall. 

 
B. Accuracy and Error Rate 
1) ResNet-50:  At Epochs = 10, achieved an accuracy of 0.816303 and an error rate of 0.164197. The model demonstrates 

reasonable accuracy, but the error rate indicates a notable number of incorrect predictions. 
At Epochs = 20, improved accuracy to 0.840874 and reduced error rate to 0.159126. The improvement suggests that the model is 
learning from its mistakes and making more accurate predictions. 

2) ResNet-152: At Epochs = 5, achieved an accuracy of 0.841654 and an error rate of 0.158346. ResNet-152 starts with high 
accuracy, indicating its initial effectiveness. 

At Epochs = 10, increased accuracy at 0.852574 and slightly decreased the error rate to 0.147426. The improvement in accuracy 
and the loss in error rate is negligible which does not justify the model’s complexity. 

3) ResNet-101: At Epochs = 10, achieved an accuracy of 0.843214 and an error rate of 0.156786. The high accuracy and low error 
rate suggest that ResNet-101 is making correct predictions for a large portion of the data. 

At Epochs = 20, Improved accuracy to 0.847504 and reduced error rate to 0.152496. While there is a slight increase in accuracy, 
the reduction in the error rate is still indicative of the model's effectiveness. 

 
C. Training Loss and Convergence 
1) ResNet-50:  At Epochs = 10, training loss decreased to 0.056023, indicating effective learning. The decreasing training loss 

suggests that the model is effectively learning from the training data. 
At Epochs = 20, continued decreasing to 0.024193, suggesting ongoing convergence. The ongoing decrease in training loss 
indicates that the model is still benefiting from additional training. 

2) ResNet-152: At Epochs = 5, training loss reduced to 0.220987, indicating effective learning. The decreasing training loss 
suggests that the model is effectively learning from the training data. 

At Epochs = 10, continued decreasing to 0.057970, showing ongoing learning and convergence. The continued decrease in 
training loss indicates that the model is still learning and has not plateaued. 

3) ResNet-101:  At Epochs = 10, training loss reduced to 0.088803, indicating effective learning. The decreasing training loss 
demonstrates that the model is learning from the training data. 

At Epochs = 20, continued decreasing to 0.037847, showing ongoing learning and convergence. The continued decrease in 
training loss indicates that the model is still learning and has not plateaued. 

We also tried other neural networks for the sake of comparison, such as xResNet-101, VGG-16, and DenseNet-121. However, from 
the observations above clearly show that xResNet-101, and VGG-16 fail to match our best network, ResNet-101. DenseNet-121 
comes close however the computational increase lets us rule out DenseNet-121. 
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VII.      CONCLUSION 
1) ResNet-101 exhibits a consistent and balanced improvement across precision, recall, F1 score, accuracy, and training loss, 

making it a robust choice for ingredient identification.  
2) ResNet-50 shows improvement, but ResNet-101 maintains a competitive edge, especially in precision and recall. 
3) ResNet-152, while effective, does not show substantial improvement from ResNet-101. 
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