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Abstract: With advancements in technology, the rapid growth in cybercrimes poses crucial challenges to maintaining the 

security and integrity of computer networks. Signature-based techniques and predefined rules are the traditional methods for 

Intrusion Detection Systems, which are inadequate for handling emerging cybercrimes. This paper presents a comparative 

analysis of supervised and unsupervised machine learning techniques in Intrusion Detection Systems. Various machine learning 

models, such as supervised and unsupervised learning, are used to review the limitations of traditional IDS approaches. 

Overcoming these challenges in conventional Intrusion Detection Systems is the key concept behind this paper. In the supervised 

learning method we have used Support Vector Machine, Decision Tree and Random Forest and for unsupervised learning 

algorithm in intrusion detection, we use Principal Component Analysis, K-Means method and DBSCAN. This work discusses the 

implications of adopting machine learning in intrusion detection and suggests potential areas for future research, such as the 

integration of deep learning techniques and the development of an adaptive intrusion detection system that evolves with 

emerging threats. The outcomes are meant to help in the development of more sophisticated and effective intrusion detection 

systems that are capable of handling novel cyber-attacks. 
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I. INTRODUCTION 

In the present era of digitalization, as the world becomes more interconnected, cyber-attacks have become a prominent problem. 

Internet has bridged the gap by connecting people across the globe but it also jeopardizes users’ personal data [1]. Data protection is 

of  paramount importance in contemporary world [2].Organizations can spend millions of dollars on the most secure servers, but it 

takes a hacker to ruin all the goodwill between them. Conventional mechanisms for handling such crimes such as using firewalls 

and antivirus software are inadequate against modern cyber-attacks, which exploit system vulnerabilities and fail to maintain 

confidentiality, integrity, and availability[3].To prevent these malicious attacks many automated security systems have been 

developed. Machine learning, a subset of Artificial Intelligence, uses various algorithms on trained datasets to enable the automatic 

detection and respond to a wide range of cyber threats[4]. Intrusion detection systems (IDS) are methods of monitoring network 

traffic, identifying potentially malicious activities, and safeguarding information systems[5]. IDS technologies occur in many 

different kinds of forms, including host-based, network-based, and wireless. They all offer basically distinct capabilities for 

collecting information, recording, detection, and prevention. Additionally, every method offers features including improved 

precision or efficiency in identifying specific occurrences[6]. 

Signature-based and anomaly-based systems are traditional approaches of intrusion detection [7].To locate known intrusions 

signature-based method relies on already specified attack signatures, but they struggle to identify novel or zero-day attacks in 

contrast the key benefit of anomaly-based detection techniques is their ability to detect previously unrecorded intrusions[8].Any 

deviation from normal behavior is detected as intrusion. Their potential to identify zero-day intrusions makes them attractive[9].One 

of the advantages of using this method is that it facilitates the detection of hackers who use novel tactics to penetrate the system 

[10].Anomaly based systems for intrusion detection primarily consist of - machine learning, statistical and knowledge based [11]. In 

this review paper we discuss about Machine Learning (ML) methods, a subset of Artificial intelligence that can identify patterns 

based on historical data, allowing them to learn and make decisions in real time, improving threat detection. Machine learning-based 

detection techniques for intrusion evaluate massive quantities of network traffic data with greater precision than conventional 

techniques, enabling them to figure out difference between malicious and legitimate activity. Various types of supervised and 

unsupervised learning are the two methods used in this review work.  
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Proposed supervised learning relies on labeled datasets in which system is trained on known instances of malicious behavior 

whereas unsupervised learning identifies patterns in unlabeled data. The intention of this study is to find improved real-time 

detection methods by utilizing Machine Learning (ML) strategies to recognize both known and unknown intrusions. This review 

paper discusses key challenges such as data imbalance, false positives, and the need for real-time processing, along with emerging 

trends such as federated learning and adversarial defenses. Through its investigation into the current state of research in this area, it 

is hoped that this paper can provide insights on where to take ML-based intrusion detection systems next and highlight that 

innovation needs to be ongoing when combating cyber threats. 

 

II. METHODOLOGY 

A. Supervised Learning Methods   

Labeled data is essential for supervised learning or classification in order to train a model for detection[12]. The supervised learning 

methods discussed below- 

 

1) Support Vector Machine (SVM) 

Support Vector Machine is a method based on supervised machine learning and is frequently applied in classification and regression 

problems. SVM plots training vectors in high-dimensional feature space and assign a class to every single element  [13]. It operates 

by recognizing a hyperplane in a high-dimensional space which most effectively divides data points from distinct classes. The 

objective is to attain the best possible margin, which is the distance between the hyperplane and the closest data points in each class. 

A higher margin guarantees better model generalization[14].SVMs can produce good results with small training samples, as it 

determines the hyperplane of separation using only a few support vectors. But SVMs are noise sensitive across the 

hyperplane [15].With limited training sets, SVMs are capaable of producing satisfactory results[16]. 

  

2) Decision Trees in Intrusion Detection Systems 

A commonly used hierarchical approach is the decision tree, where every node within the tree implies a selection depending on a 

feature, every connected branch indicates a decision outcome, and a leaf node depicts a class label [17]. Decision trees have the 

capacity to assess data and detect important attributes of networks that point to fraudulent activity[18]. It is interpretable and flexible 

machine learning paradigm in which data is divided into subsets based on the feature values at each internal node, making them 

highly comprehend and appropriate for classification and regression tasks[19]. 

The decision tree classification algorithm's ease of use is one of the primary advantages since it does not need the user to have a lot 

of prior knowledge to comprehend. The technique can efficiently learn from the training instances as long as they are provided 

with characteristics and conclusions [20]. If it comes to extracting features and rules, it provides several advantages. Decision tree 

algorithms are therefore used in the intrusion detection field  [21].Large datasets are an ideal match for decision trees. Decision trees 

are beneficial for real-time intrusion detection because of their outstanding efficiency [22]. 

 

3) Random Forest Method 

This approach is based on supervised learning technique for intrusion detection because of its ability to handle complex datasets and 

classify network behavior effectively. Random Forest is an ideal supervised learning strategy that can develop a model that can 

forecast the classification outcomes of a specific sample type belonging to a given dataset based on its distinct features and 

classification results[23].An ensemble approach called Random forest generates predictions using the outcomes of several decision 

trees[24].After the forest has been constructed, another item that requires to be classified is placed at each tree in the forest for 

grouping. Beginning with the root, the decision tree approach analyzes each node in order to determine the most suitable division 

among all available features, whereas in the random forest method, just an arbitrary number of features are chosen for evaluation 

[25]. Compared with other conventional classification techniques, Random Forest exhibits minimal errors in classification [26].One 

of the most significant algorithms for classification is the Random Forest algorithm, which effectively categorizes huge quantities of 

data [27].  

 

B. Unsupervised Learning  

Unsupervised learning approach aim to identify irregularities in the system or network's behavior, which could signify potential 

intrusions. In unsupervised learning, the training data lacks labels, and the model independently explores the data to uncover 

inherent patterns [28].  Here are some popular unsupervised methods used in IDS  
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1) K-Means 

K-Means is a well-known unsupervised learning algorithm used for clustering[29]. In the context of Intrusion Detection Systems 

(IDS), K-Means can group network traffic data into clusters, helping to identify potential intrusions by flagging abnormal or unusual 

data points that deviate from the normal clusters[30]. The K-means method is often implemented in time series data for the 

identification of patterns [31].Data points that are away from the centroids of groups or do not belong to any cluster are used to 

identify threats[32]. The approach successfully identifies anomalous behavior with a high degree of accuracy while being 

computationally efficient. By fragmenting "n" data points into "k" clusters, the technique known as K-Means assigns each point to 

the cluster with the mean that is nearest to it. Since it is a distance-based clustering approach, it lacks the ability to calculate 

distances for each pair of records that could possibly exist [33].Once all points are allocated, the first step concludes with an initial 

grouping. Next, K new centroids are computed for the clusters formed, ensuring that the intra-cluster distance to the centroid is 

minimized. This process is repeated iteratively until the centroids remain unchanged [34]. The primary aim of the K-Means 

clustering technique is to segment and classify data into attack and normal instances. 

 

2) Density-Based Spatial Clustering Of Applications With Noise (DBSCAN) 

DBSCAN is a powerful unsupervised learning algorithm widely used in intrusion detection systems (IDS). It is especially effective 

for anomaly detection because it identifies dense regions in data and labels points in low-density regions as outliers, which often 

correspond to intrusions or anomalous activities[35]. The key idea is that the majority of the data is regular, and the normal data will 

be clustered into a higher-density cluster, whereas the intrusion data will be limited and quite different from the normal data. So, 

using clustering, invasion data would be a low-density cluster [36].In sample data, the DBSCAN algorithm mainly recognizes 

groups as a dense area of events separated by low-density zones [37].  

 

3) Principle Component Analysis 

Another dimensionality reduction technique that could be extremely useful in intrusion detection systems (IDS) is principal 

component analysis (PCA)[38].PCA is achieved by projecting the most pertinent and valuable attributes into a lower dimensional 

subspace and removing the features that are not as significant in the higher dimensional space which has the highest computational 

cost [39].The underlying concept is to reduce an excessive number of variables into a smaller number of independent variables by 

recognizing a small number of orthogonal linear combinations of the original variables with the largest variance[40].The quality of 

the dataset will become better since it might have suitable properties[41]. 

  

III. RESULT & DISCUSSION 

This review paper investigates and compares the performance of unsupervised learning techniques—such as K-Means, Principal 

Component Analysis (PCA), and Density-Based Spatial Clustering of Applications with Noise (DBSCAN)—and supervised 

learning algorithms—such as Support Vector Machine (SVM), Decision Tree (DT), and Random Forest (RF)—in identifying 

intrusions. The key points on the following parameters such as accuracy, precision, determining efficacy, and flexibility in response 

to new threats are key points discussed in this paper. Here are some key points:  

 

A. Supervised Learning-Based IDS Performance  

1) As SVM has a strong mathematical framework for classification, it can distinguish between malicious and legitimate 

information. It performs well in multidimensional spaces, but due to its computational complexity, it has difficulties with 

massive datasets. 

2) In structured datasets, the Decision tree provides swift and precise intrusion detection with an outstanding efficiency; however, 

it is vulnerable to overfitting, especially when trained on complex datasets with many attributes.  

3) In the Random Forest, the overall precision and generalization are higher than Support Vector Machine and Decision Tree 

because it utilizes ensemble learning to decrease variance. It is less prone to overfit than decision tree, but it needs a greater 

amount of processing power. 

 

B. Unsupervised Learning-Based IDS Performance  

1) K-Means clustering works well in classifying identical attack patterns, but it has fixed cluster assumptions that may not align 

with the broad spectrum of attacks occurring in the real world. This approach is sensitive to initial cluster assignments, which 

may lead to the misclassification of uncommon attacks. 
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2) Principal component analysis effectively preserves variance in intrusion data while minimizing the dimensionality of the data. It 

improves classification efficiency when merged with additional machine learning models; however, it has issues with non-

linear attack patterns. 

3) DBSCAN efficiently recognizes deviations and anomalies, such as unidentified cyber threats. It does not require predefined 

cluster numbers, making it more flexible than K-Means. However, it can be computationally expensive for large datasets and 

performs poorly in high-dimensional spaces 

 

IV. CONCLUSION 

The review work aimed to explore and compare the effectiveness of supervised and unsupervised machine learning techniques in 

Intrusion Detection Systems (IDS). By analyzing different approaches, this study has shown that both supervised and unsupervised 

methods offer unique strengths. Support Vector Machines (SVM) are supervised learning techniques that perform well with small 

labeled datasets, while Decision Tree and Random Forest methods produce better results with large training samples Although these 

supervised learning methods are effective at recognizing known threats, they might not be as efficient against zero-day attacks. In 

contrast, unsupervised methods like K-Means, Principal Component Analysis (PCA), and DBSCAN are effective for detecting 

unusual patterns and anomalies that may indicate unknown or evolving threats. These methods do not require labeled data, making 

them particularly useful in dynamic network environments where labeling every instance is impractical.  

However, each technique also presents its own limitations. The reliability of supervised algorithms decreases significantly if 

unknown attacks are present in the test data, as supervised methods rely mostly on labeled datasets. Unsupervised methods, while 

adaptable, often yield higher false positive rates, necessitating additional filtering or combination with other methods to enhance 

accuracy. Overall, this comparative analysis underscores the importance of selecting effective machine learning algorithms based on 

the specific requirements and limitations of the security environment. With the goal to cope with the increasing requirements in 

modern cyber security, future research may focus on either enhancing hybrid models or developing new techniques that mitigate the 

limitations the negative of strictly supervised or unsupervised approaches.  
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