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Abstract: Background: In today's modern world, personal computers have become an essential part of our daily routines, 
serving various purposes like work, education, and entertainment. However, for individuals with limited mobility, using 
traditional input devices such as keyboards and mouse can be quite challenging. In such cases, alternative input methods that 
utilize different abilities, such as eye movements, are preferred. 
 Objectives: The proposed system begins by capturing an image with a camera and using OpenCV code to detect the pupil's 
position in the eye. This information serves as a reference point for the user to control the cursor by moving their eyes left and 
right. 
Methods: The creation of the Iris Mouse or Eye Mouse controlled system employing OpenCV involves integrating several 
technologies like Image Processing Algorithms, Machine Learning Models, Software Development Tools and libraries like cv2 
(OpenCV), numpy, mediapipe, math, pyautogui. 
Statistical Analysis: By analysing changes in the pupil's position and orientation, the system can accurately determine the 
direction and intensity of the user's gaze, enabling precise cursor control with the help image processing algorithms. Machine 
Learning models are trained using labelled data to classify eye features and predict gaze direction with higher accuracy. 
Findings: The creation of a mouse control system based on eye tracking marks a substantial leap in improving the accessibility 
and usability of personal computer systems, particularly for individuals dealing with motor disabilities. The suggested model, 
utilizing computer vision techniques alongside OpenCV, presents an affordable and adaptable solution for managing the mouse 
cursor through eye movements. 
Applications: Eye-tracking systems serve a multitude of purposes across various fields, including assistive technology, user 
interface design, psychology, and marketing research. 
Improvements: The future of eye-tracking research may explore new avenues and applications, such as immersive virtual reality 
experiences, gaze-based interaction in  augmented reality, and integration with brain-computer interfaces for enhanced control 
and communication capabilities.   
Keywords: OpenCV, Eye tracking , Iris Detection, Mouse Control. 

 
I. INTRODUCTION 

In today's modern world, computers are essential tools that we use every day for work, school, and entertainment. However, for 
people with limited mobility, using traditional input devices like keyboards and mice can be difficult. To solve this problem, new 
methods of controlling computers using eye movements have been developed. This paper presents an affordable eye-tracking 
system that lets users control the computer mouse cursor. By using a modified webcam, the system captures images of the user's 
eyes and uses special software to track their movements in real-time. By focusing on where the pupil is located, the system allows 
users to move the cursor smoothly across the screen. The goal of this research is to make technology more accessible for people 
with disabilities. By using eye-tracking technology, this system helps people with limited mobility use computers on their own, 
which promotes inclusivity in today's digital world. 

 
II. LITERATURE SURVEY 

Exploring the nuances of human visual perception, researchers have delved into the intricacies of head pose and eye orientation to 
understand gaze estimation. Among various approaches, the "one-circle algorithm" stands out, focusing on eye gaze estimation 
using a monocular image zooming in on a single eye. By recognizing the iris contour as a circle, this method estimates the normal 
direction of the iris circle, representing the eye gaze.  



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 12 Issue IV Apr 2024- Available at www.ijraset.com 
     

 
4269 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

Leveraging basic projective geometry, the elliptical image of the iris is back-projected onto two circles, which can be disambiguated 
by a geometric constraint ensuring equal distances between the eyeball's center and the eye corners. This innovative approach 
enables higher resolution iris images captured with zoom-in cameras, leading to more accurate gaze estimation. Additionally, a 
holistic approach combining head pose determination with gaze estimation is proposed, wherein head pose information guides the 
search for eye gaze. Extensive experiments on synthetic and real image data validate the robustness of this gaze determination 
approach statistically. 
 

SI.No. Authors Technology Advantages Limitations 
1. Hritik Josi,Nitin 

Waybhase 
Informative 

algorithmic rule 
Hand detection is 

transformed to 
binary image. 

The system 
gets slow. 

2. Anadi Mishra,Sultan 
Faiji,Pragati 

Verma,Shyam 
Dwivedi,Rita Pal 

CV2.VideoCapture, 
OpenCV 

And Mediapipe 

Able to control 
our screen by 
moving our 

fingers which will 
work as cursor. 

Uses only the 
proper hand to 

perform 
gesture. 

3. Mohamed Nasol,Mujeeb 
Rahman,Haya Ansari 

MATLAB Eye detection 
movement. 

Small decrease 
in accuracy. 

4. Sunil Kumar 
Beemanapally,Chetan 
Kumar,Diksha Kumari  

Image Processing,Eye 
tracking,Hough 

transform. 

It provides a clear 
and consise. 

Deforms non 
elastically as 
pupil changes 

size 
5. Khushi Patel,Snehal 

Solaunde,Shivani Bhong 
Mediapipe,OpenCV Hands free 

control. 
Privacy 

Concerns 
 

III. EXISTING SYSTEM 
Existing systems for mouse control typically rely on conventional input devices like computer mouse, touchpads, or keyboards. 
However, these methods may present challenges for individuals with motor disabilities or limited physical mobility. While 
specialized input devices are available, they often come with a high price tag and may not cater to all types of impairments. 
Therefore, there is a growing need for an affordable and versatile alternative that empowers users with motor limitations to interact 
with computers effectively. 
Additionally, the development of a dynamic computational head compensation model aims to automatically adjust the gaze mapping 
function whenever the user's head moves. 
 

IV. PROPOSED SYSTEM 
The proposed Iris Mouse project introduces an innovative solution to address the limitations of traditional input devices. By 
leveraging OpenCV, the system analyzes real-time video feed captured by a webcam to accurately detect and track the user's eye 
movements. These eye movements are then translated into cursor movements, effectively replacing the need for a traditional mouse. 
This hands-free control method has the potential to significantly improve the accessibility and usability of computers for individuals 
with motor disabilities. Moreover, it streamlines the calibration process to only one initial setup for each user. 
 

V. SYSTEM ARCHITECTURE 
The system's structure involves a customized webcam designed to capture images of the user's eyes, which then connects with 
OpenCV to process these images in real-time. By analyzing the data from eye movements, the system calculates the position of the 
cursor on the computer screen. Additionally, a dynamic computational model interprets both eye blinks and pupil movements. This 
architecture seamlessly integrates various image processing algorithms to ensure precise control of the cursor. With this setup, 
individuals can navigate through computer interfaces using only their eye movements, thereby improving accessibility. The system 
architecture emphasizes both efficiency and accuracy, facilitating smooth interaction between the user and the computer system. 
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VI.    STEPS TO IMPLEMENT PROPOSED MODEL 
1) Data Gathering: Initially, the system captures live video footage from a webcam to obtain the user's eye movements, which 

serve as the input data for analysis.  
2) Preprocessing: The captured video frames undergo preprocessing to enhance their quality and clarity. This preprocessing phase 

may involve techniques like reducing noise, enhancing contrast, and stabilizing the images to improve accuracy. 
3) Eye Localization: Utilizing computer vision algorithms, the system identifies and localizes the user's eyes within the video 

frames. This step entails pinpointing specific regions within the footage that correspond to the eyes. 
4) Pupil Detection: Once the eyes are identified, the system focuses on detecting the pupils within each eye. This is achieved 

through specialized image processing methods tailored for pupil detection, such as thresholding and edge detection. 
5) Gaze Direction Estimation: Based on the detected positions of the pupils within the eyes, the system estimates the direction of 

the user's gaze. This involves mapping the relative positions of the pupils to determine where the user is looking on the 
computer screen. 

6) Cursor Manipulation: Using the estimated gaze direction, the system adjusts the position of the cursor on the computer screen 
in real-time. This ensures that the cursor moves correspondingly with the user's gaze, enabling hands-free cursor control. 

7) User Interaction: The system enables the user to interact with the computer interface solely through their gaze. This interaction 
includes actions like clicking, dragging, and scrolling, all of which are executed based on the user's gaze direction. 

8) Feedback and Calibration: To ensure accurate cursor control, the system provides feedback to the user. Additionally, it may 
include a calibration process to fine-tune the mapping between the user's gaze and cursor movement, enhancing performance 
for individual users. 

9) Integration and Evaluation: Finally, the developed model is integrated into the computer system and rigorously evaluated to 
assess its functionality, reliability, and usability across different scenarios and environments. 

 By adhering to these steps, the system effectively translates the user's eye movements into cursor control, offering an accessible and 
user-friendly interface for individuals with motor disabilities. 
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VII. EXPERIMENTAL RESULT 
  

 
                         Fig(a): User Interface 

 
Fig(a) shows that user interface module facilitates interaction between the user and the iris mouse system. 
 

 
Fig(b): Pupil Detection 

 
Fig(b) shows that in Pupil Detection, the system focuses  on detecting the pupils within each eye. 
 

 
Fig (c): Eye Localization 

 
Fig(c) shows that eye localization entails pinpointing specific regions within the footage that correspond to the eyes. 
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                                                                                                Fig(d): Gaze Direction Estimation 
 
Fig(d) shows that Gaze Estimation involves mapping the relative positions of the pupils to determine where the user is looking on 
the computer screen. 
 

VIII. CONCLUSION 
The creation of a mouse control system based on eye tracking marks a substantial leap in improving the accessibility and usability of 
personal computer systems, particularly for individuals dealing with motor disabilities. The suggested model, utilizing computer 
vision techniques alongside OpenCV, presents an affordable and adaptable solution for managing the mouse cursor through eye 
movements. 
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