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Abstract: Kalyantra is an intelligent-robotic assistant that can speak, understand, and process natural language, and interact 
with users to provide practical assistance, entertainment and be useful in day-to-day life. The aim of the project is to develop a 
system that can provide future-oriented solutions for homes, hospitals, schools, and workplaces, and make people more 
comfortable, safe and convenient in their daily life. Under the guidance of IoT technologies, the system can act and effectively 
automate remote environments.  
In terms of practical assistance, Kalyantra can perform a variety of tasks, including home automation, providing medical 
reminders, and assisting with mobility. The robot's mobility control feature can be used to control an electric wheelchair or other 
mobility aids, making it easier for individuals with mobility impairments to move around their environment. The system can also 
be integrated with IoT devices such as smart home systems, making it possible to automate tasks such as turning on lights or 
adjusting the thermostat. 
The project is built using Python for the robot's programming and Flutter for the mobile application. The robot's hardware 
includes sensors for obstacle sensing, a camera for facial recognition, and a speaker for voice output. The mobile application 
serves as the user interface, allowing users to interact with the robot assistant and control its features. In conclusion, Kalyantra 
is an intelligent-robotic assistant that can provide practical assistance and entertainment, making it an ideal solution for 
individuals with disabilities or older individuals who may require assistance. The system can be used in a variety of settings, 
including homes, hospitals, schools, and workplaces, and can be integrated with IoT devices to effectively automate remote 
environments. With its advanced features such as emotion recognition and interactive storytelling, Kalyantra has the potential to 
improve the quality of life for many individuals. 
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I. INTRODUCTION 
A Well-being bot is the industry desired self-management and self-care for mental & physical health. Well-being also includes 
factors such as Feeling happy, Working productively, Time management, Coping with normal stresses of life, Keeping a balanced 
Life, and much more. 
A well-being bot can provide personalized support to individuals seeking to improve their mental and physical health. By leveraging 
technology and data, these bots can offer customized recommendations and interventions based on an individual's unique needs and 
preferences. Additionally, well-being bots can help users track their progress over time, providing valuable insights into the 
effectiveness of different self-care strategies. Ultimately, the goal of a well-being bot is to help users achieve a sense of balance, 
fulfillment, and resilience in their daily lives. 
Well-being bots can be especially beneficial in today's fast-paced and stressful world. Many people struggle to find the time and 
energy to prioritize their health and well-being, and may not know where to turn for support. By using a well-being bot, individuals 
can access resources and guidance anytime, anywhere, and in a way that feels comfortable and convenient for them. 
Some well-being bots may focus specifically on certain aspects of health and wellness, such as sleep, nutrition, or stress 
management. Others may take a more holistic approach, addressing multiple dimensions of well-being at once. Regardless of their 
specific focus, well-being bots can be an effective tool for promoting self-awareness, building healthy habits, and improving overall 
quality of life. 
As technology continues to evolve, we can expect to see even more sophisticated well-being bots in the future. These bots may 
incorporate advanced features such as machine learning, natural language processing, and biometric tracking, allowing them to 
provide even more personalized and precise recommendations. However, it's important to remember that well-being bots are just 
one tool in a larger toolkit for self-care, and should be used in conjunction with other strategies such as exercise, social support, and 
professional counseling when necessary. 
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A. Problem Formulation 
How can we leverage technology to support individuals in managing their mental and physical health and promoting overall well- 
being? Specifically, how can we design and develop a well-being bot that is personalized, effective, and accessible to a wide range 
of users? How can we ensure that the bot provides useful, evidence-based recommendations while also respecting user privacy and 
security? Additionally, how can we evaluate the effectiveness of the bot in improving user outcomes and satisfaction? Finally, how 
can we integrate the well-being bot into existing healthcare systems and services, and ensure that it complements, rather than 
replaces, human support and care? 
 

II. METHODOLOGY 
The Methodology Design system consists of two main components: a hardware module and a software module. The hardware 
module is designed using a schematic diagram, while the software module is developed using Python for the backend and Flutter for 
the frontend, which creates a mobile application. Communication between the frontend and backend is established using the MQTT 
protocol via AWS IoT Core. In addition to the existing features, the Methodology Design system can be enhanced with the 
following additions: GPT, Mood Analysis. Overall, the Methodology Design system provides a comprehensive and integrated 
solution for controlling a bot using voice or text commands while incorporating obstacle detection, path tracing, and photo capturing 
capabilities. 
 

III. WORKING 
The system offers two ways to interact with the bot: 
 
1) Voice commands can be given directly to the bot using a connected mic. The bot uses Google TTS to actively listen for wake- 

up words such as "Okay yantra" or "Do something." Once a wake-up command is recognized, the bot responds with "yes," and 
the user can give further tasks. 

2) The second way to interact with the bot is through a mobile application that uses a native microphone and speech recognition to 
send text commands to the bot. The text is processed to determine the number of tasks given, and the bot completes them 
accordingly. Multiple tasks in a single text can be separated with "then," while the last command will be after the keyword 
"and." For example, the command "Move forward 10 cm then click a photo and return" would be processed as three separate 
tasks. 

3) Photos captured by the bot's camera are uploaded to storage and a realtime database using Firebase implementation. This 
database serves as the primary database for generic data storage. Text to speech synthesizing is done using Espeak. 

4) “Tell Me” keyword can be used while giving task to get Chat-GPT response. 
5) For every sentence spoken sentiment & emotion analysis is performed. 
 
 
Integrated GPT APIs for assistance: By integrating chat-GPT APIs, the system can provide conversational assistance to users. Chat- 
GPT can assist with tasks like answering questions, providing recommendations, or offering emotional support. The bot can interact 
with the user in a more human-like manner, which can improve the overall user experience. 
Integration of sentiment and emotion analysis: By integrating sentiment and emotion analysis, the system can understand the user's 
emotional state and adapt accordingly. The bot can use this analysis to offer personalized recommendations or adjust its tone or 
response to the user.  
For example, if the bot detects that the user is feeling anxious or stressed, it can offer calming techniques or suggest taking a break 
to relax. Sentiment and emotion analysis can help create a more empathetic and supportive interaction between the user and the bot. 
The system controls mobility using GPIO pins connected according to the schematic to manipulate motors for movement. The bot 
also uses IR obstacle sensors for obstacle detection.  
When an obstacle is detected, the bot halts temporarily and resumes movement once the path is clear. The system uses a Speed 
Encoder sensor LM393 to calculate the distance travelled or required to be travelled, giving the bot control over path tracing and 
memorization. 
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IV. DESIGNS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1  Backend Overview FlowChart                    Fig.2 Hardware Circuit Diagram 
 
 

V. COMPONENTS 
1) Raspberry Pi 3 Model B+: A credit-card sized computer board that can be programmed to perform various tasks and interfaces 

with various electronic components. 
2) L298 Dual H-Bridge Motor Driver: A module used to control the speed and direction of DC motors. 
3) IR Sensor Module: A device that detects the presence of an object by emitting and receiving infrared radiation. 
4) KIS-3R33s DC buck, DC-DC Buck Converter Module LM2596: A power supply module that converts higher voltage to lower 

voltage for use with electronic circuits. 
5) Ultrasonic Distance Sensor (HC-SR04): A device that measures the distance between objects using ultrasonic sound waves. 
6) Mini Camera 5 MP 1080p Sensor OV5647: A small camera module that captures 5 megapixel images and 1080p video. 
7) IR Speed Sensor Module Based on LM393: A device that measures the speed of rotating objects by detecting the interruptions 

in infrared light. 
8) 100 RPM Dual Shaft BO Motor-Straight: A DC motor with dual shafts that can rotate at a maximum speed of 100 rotations per 

minute. 
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VI.  OUTPUTS 
 

Fig.3 Kalyantra 

Fig.4 Kalyantra Example of Obstacle In Front and event sent to app Highlighted it.  
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Fig.5. Recent Emotions detection Fig.6. Kalyantra APP GUI Fig.7. Kalyantra Obstacle in Front 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.8. Auto Mode              Fig.9. Click Photo Task Fig.10. Recent Photo 
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